Task Fusion: Improving Utilization of Multi-user Clusters
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Proof of concept implementation in Boa - http://boa.cs.iastate.edul/

Does task fusion decrease user wait times?
Does task fusion increase throughput? 250 100%

When can | use task fusion?

Task fusion currently has the following assumptions:

Bl Running Time (all tasks)

200 Average Time (per task) 80% 1. No side-effects.

2. No shared state.
3. No dependency conflicts.
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User Wait Time Improvement
Task Size # of Tasks No Task Speedup
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Small 21 8.1m 0.8m 10.8X .
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In the future...
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Relax these assumptions:

Early Results
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Automated program transformations
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