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Architecture
Neuron	in	an	Artificial	Neural	Network
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Architecture
How	the	structure	works
• A	hypothetical	feed-forward	deep	neural	network	for	recognizing	
handwritten	digits	as	one	of	the	10	possible	numerals
• "deep"	because	it	contains	multiple	hidden	layers

• The	input	layer	contains	many	neurons,	each	of	which	has	an	
activation set	to	the	gray-scale	value	of	one	pixel	in	the	image	
• These	input	neurons	are	connected to	neurons	in	the	next	layer,	
passing	on	their	activation levels	after	they	have	been	multiplied	by	a	
certain	value,	called	a	weight
• Each	neuron	in	the	second	layer	sums its	many	inputs	and	applies	an	
activation	function	to	determine	its	output,	which	is	fed	forward	in	
the	same	manner



Training
Back-Propagation
• Trained	by	calculating	the	difference	between	the	actual	output	and	the	
desired	output
• The	mathematical	optimization	problem	here	has	as	many	dimensions	as	there	are	
adjustable	parameters	in	the	network—primarily	the	weights	of	the	connections	
between	neurons,	which	can	be	positive	[blue	lines]	or	negative	[red	lines].

• Training	the	network	à finding	a	minimum	of	this	multidimensional	"loss"	
or	"cost"	function.
• Done	iteratively	over	many	training	runs,	incrementally	changing	the	
network's	state
• Making	many	small	adjustments	to	the	network's	weights	based	on	the	outputs	that	
are	computed	for	a	random	set	of	input	examples,	each	time	starting	with	the	
weights	that	control	the	output	layer	and	moving	backward	through	the	network	

• This	backpropagation	process	is	repeated	over	many	random	sets	of	training	
examples	until	the	loss	function	is	minimized,	and	the	network	then	provides	the	
best	results	it	can	for	any	new	input



Training
Step	1
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Step	2
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Step	3



Training
Step	4


