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ABSTRACT

Formal analysis is an invaluable tool for software engineers, yet
state-of-the-art formal analysis techniques suffer from well-known
limitations in terms of scalability. In particular, some software de-
sign domains—such as tradeoff analysis and security analysis—
require systematic exploration of potentially huge model spaces,
which further exacerbates the problem. Despite this present and
urgent challenge, few techniques exist to support the systematic
exploration of large model spaces. This paper introduces Parasol,
an approach and accompanying tool suite, to improve the scalability
of large-scale formal model space exploration. Parasol presents
a novel parallel model space synthesis approach, backed with un-
supervised learning to automatically derive domain knowledge,
guiding a balanced partitioning of the model space. This allows
Parasol to synthesize themodels in each partition in parallel, signif-
icantly reducing synthesis time and making large-scale systematic
model space exploration for real-world systems more tractable. Our
empirical results corroborate that Parasol substantially reduces (by
460% on average) the time required for model space synthesis, com-
pared to state-of-the-art model space synthesis techniques relying
on both incremental and parallel constraint solving technologies
as well as competing, non-learning-based partitioning methods.

CCS CONCEPTS

• Software and its engineering → Formal software verifica-

tion; • Security and privacy→ Logic and verification.

KEYWORDS

formal analysis, bounded verification, tradespace analysis, parallel

ACM Reference Format:

Clay Stevens and Hamid Bagheri. 2022. Parasol: Efficient Parallel Synthe-
sis of Large Model Spaces. In Proceedings of the 30th ACM Joint European

Software Engineering Conference and Symposium on the Foundations of Soft-

ware Engineering (ESEC/FSE ’22), November 14–18, 2022, Singapore, Singapore.

ACM,NewYork, NY, USA, 12 pages. https://doi.org/10.1145/3540250.3549157

Permission to make digital or hard copies of all or part of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for profit or commercial advantage and that copies bear this notice and the full citation
on the first page. Copyrights for components of this work owned by others than the
author(s) must be honored. Abstracting with credit is permitted. To copy otherwise, or
republish, to post on servers or to redistribute to lists, requires prior specific permission
and/or a fee. Request permissions from permissions@acm.org.
ESEC/FSE ’22, November 14–18, 2022, Singapore, Singapore

© 2022 Copyright held by the owner/author(s). Publication rights licensed to ACM
ACM ISBN 978-1-4503-9413-0/22/11. . . $15.00
https://doi.org/10.1145/3540250.3549157

1 INTRODUCTION

Formal modeling of software systems has long been a hallmark of
rigorous software engineering. The ability to systematically and for-
mally analyze the properties and behavior of a system can greatly
benefit the system’s quality, security, and performance. Formal
analysis techniques have been successfully used in a wide variety
of applications, ranging from more theoretical uses like theorem
proving [29] and bounded verification [22] to more practical appli-
cations such as configuration selection [33, 35] and self-adaptive
systems [49]. Recent advances in the field have also lead to more
widespread industry adoption [14, 37, 41, 52]. However, these tech-
niques face well-known challenges with scalability when analyz-
ing large-scale systems. As the number of variables in the formal
specification of the system grows, the number of possible models

of the specification grows exponentially–the so-called “curse of
dimensionality”. Thus, formal analysis techniques must search a
vast model space to find models that satisfy all constraints in the
specification.

In many application domains, the problem is further exacerbated
by the need to not only find a single satisfying model, but to instead
explore the entire model space to find all satisfying models. In the
area of tradeoff analysis, for example, system designers must bal-
ance the needs of multiple stakeholders and conflicting objectives
to select the best design for a system; this necessitates a systematic
analysis of the tradeoffs among all possible designs. For large-scale
systems, manual exploration of design variants will likely exclude
possible design alternatives that would be otherwise optimal candi-
dates, leading to a premature fixation on potentially non-optimal
designs [21, 44, 53]. The development of efficient formal techniques
to model and explore these design tradeoff spaces is therefore an
active area of research [6, 12, 13, 17, 28, 34, 43, 44, 48, 56].

Similarly, in security analysis, analysts must explore large model
spaces when identifying and addressing possible security threats
to their systems. The growing popularity of consumer IoT sys-
tems increases the need for scalable systems to model and identify
cyber-physical threats, which again necessitates a systematic explo-
ration of a large and ever-growing model space of possible security
risk models [1, 8, 19, 47]. In both of these areas, systematic model
space exploration has been successfully applied within constrained
sub-domains such as embedded systems or computer hardware
design [31, 45]. However, using such techniques faces steep chal-
lenges when applied to software systems, where the models spaces
are often colossal.

In fact, the major challenge limiting the application of system-
atic model space exploration to the software engineering domain
is the problem of exhaustive model space synthesis. While recent re-
searchers have presented systematic approaches which guarantee
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a complete enumeration of the model space for a software sys-
tem [6, 12], they do not address the scalability of model space
synthesis. Exploring the model space for even modestly-sized soft-
ware systems can quickly become intractable for the existing model
space synthesis techniques, limiting the utility of existing tools for
software engineers in practice.

To address the problem of scalable exploration of large model
spaces, we present a novel approach and accompanying tool suite,
dubbed Parasol, for parallel synthesis of largemodel spaces. Para-
sol leverages unsupervised learning to effectively support system-
atic model space synthesis in parallel, by dividing the model space
into smaller, non-overlapping partitions, which can then be synthe-
sized concurrently. Parasol improves upon state-of-the-art model
space synthesis techniques by addressing two of the factors cur-
rently limiting their scalability in practice. (1) First, in order to
ensure synthesis of the entire model space, the model space syn-
thesis problem must be incremented after synthesizing each model
to exclude previously synthesized models and prevent duplicates.
This self-referencing reliance on earlier solutions to avoid duplica-

tion of effort forces the existing techniques to operate sequentially. (2)
Second, using existing approaches, additional constraints must be
added to the model space synthesis problem to exclude each newly
synthesized model. As more constraints are added to the problem,

the time required to synthesize each new model grows, ultimately

requiring greatly increased time to synthesize each of the last models.

Parasol overcomes both limitations, enabling efficient paral-
lelization of the model space synthesis problem. Parasol first gen-
erates a bounded sample of the model space through a rigorous
analysis of the system specification, and then clusters the models
for that sample via unsupervised learning. The invariants for those
clusters are then automatically derived and captured as formal par-
tition definitions such that synthesis of the target model space can
be performed in parallel. By partitioning the problem according
to the clusters discovered in the sample, Parasol allows each par-
allel worker to synthesize a portion of the model space entirely
independently of the other workers, improving the efficiency of
the process while still avoiding synthesis of duplicate models. Also,
Parasol’s parallel synthesis mitigates the increased processing
time due to large numbers of constraints by dividing them among
multiple, smaller problems, reducing the impact of each additional
constraint.

The results of our experimental evaluation over a diverse set of
subject systems corroborate that Parasol greatly reduces the total
time required for systematic model space synthesis compared to
state-of-the-art approaches, while introducing very little overhead.
Parasol provides an average speedup of 460% over state-of-the-art
model space synthesis approaches, including the sampling over-
head, which accounts for less than 7% of the total synthesis time.

To summarize, we make the following contributions:

• Efficient, learning-driven parallel model space synthesis: We
introduce a novel parallel model space synthesis approach,
backed with unsupervised learning to automatically derive
domain knowledge, guiding a balanced partitioning of the
model space, and thereby enabling efficient synthesis.

• Parasol implementation: We realize the presented approach
in a tool, called Parasol, which we make available to the
research and education community [5].
• Experiments: We present empirical evidence of the efficiency
gains when synthesizing model spaces for real-world speci-
fications adapted from prior work.

The following section presents necessary background to describe
our technique and running example. Section 3 details the approach,
and Section 4 describes our empirical evaluation. We discuss the
results and validity of our experiments in Section 5, concluding with
a review of related research and some remarks on future directions.

2 BACKGROUND AND MOTIVATION

To further motivate the research and illustrate our approach, we
provide a running example of developing an efficient database
design having to do with a systematic model space synthesis of
the possible system-specific database design alternatives. Consider
object-relational database mapping (ORM) tools, now provided in
many popular software libraries (e.g., Hibernate [18]) and frame-
works (e.g., Django [16]). They map object-oriented data models to
relational database schemas for managing application data. These
mappings employed by an ORM design tool significantly impact
data storage and retrieval performance for the enclosing system.

Figure 1 shows three possible mappings for a partial object model
of an e-commerce system (adapted from Lau and Czarnecki [30])
that allows Customers to place Orders within the system, with an
additional subclass defined for Member customers, who receive
differential treatment. The full e-commerce system incorporates a
large tradespace, with thousands of possible design alternatives, as
shown in the scatter plot in Figure 1, where each grey circle on the
scatter plot represents a unique, valid database design alternative.
Larger data models will have an even larger tradespace. As the
number of associations or inheritance relations in the domainmodel
grows, the number of possible variants will grow exponentially;
each relationship wouldmultiply the total by the number of possible
strategies that could be assigned to that relationship.

Picking the best database design and object-relational mapping
often requires analyzing tradeoffs among candidates (e.g., query vs.
update speed), necessitating systematic exploration of the entire
model space; otherwise the designer may only consider suboptimal
designs. However, the current state-of-the-practice for ORM design
tools produces database designs based on a single-point strategy [7],
considering no/limited non-functional properties and ignoring the
performance ramifications for the system [16, 18, 24]. The star
highlighted in Figure 1 denotes the point design solution produced
by a state-of-the-practice ORM design tool. It is clear from the
diagram that the database design generated by state-of-the-practice
design tools is not among the Pareto-optimal designs, highlighted by
triangles in Figure 1. The design produced by the state of practice—
widely used every day by thousands of developers—is far away from
Pareto optimal solutions because such design tools fail to consider
the entire model space, focusing on a single solution. The challenge
is that generating large numbers of complex variants is expensive.
Thus, in order to enable the selection of (Pareto-)optimal design
solutions, system designers require tools that can systematically
and scalably generate the entire model space.
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Figure 1: Example model space with quality attributes (i.e., tradespace) for database designs for an e-commerce system, com-

paring insert and select time and required storage space. (a)-(c) present partial object-relational mappings for three design

alternatives, indicated in the scatter plot by the arrows (gray circles represent individual alternatives). Designs with optimal

tradeoffs (Pareto optimal) are indicated by triangles. State-of-the-practice (SOTP) design generated by a COTS ORM system

indicated with a red/dark star. Note that the SOTP design is far from optimal, and only a small fraction of designs present

optimal tradeoffs. Systematic synthesis and evalution of the entire model space is required to find the optimal tradeoffs.

The above example—which we use as a running example—
manifests one of the most prominent and widely-used soft-
ware/system engineering problems that requires model space syn-
thesis and exploration to be addressed effectively. Model space
synthesis is an indispensable part of practical design. The motiva-
tion for this paper is the current lack of adequate scientific founda-
tions and practical technologies for scalable model space synthesis
in software and systems engineering. The consequences are sig-
nificant, in opportunity costs, stakeholder dissatisfaction, and in
underperforming and failed projects and systems. We hypothesize,
and our experimental results confirm, the possibility of a paral-
lelized model space synthesis approach, backed by unsupervised
learning, to automatically derive a balanced partitioning of gigantic
design spaces. Such a pragmatic synthesis of the entire model space
promises revealing designs that greatly outperform those produced
by the existing design tools and provides significant performance
improvements to both systems designers and their end-users. In the
next section, we provide an overview of Parasol, then describe in
detail its approach to address these issues and enable the pragmatic
and scalable synthesis of large-scale software model spaces.

3 APPROACH

This section overviews our approach—realized in a tool called Para-
sol1—to effectively parallelize systematic synthesis of large model
spaces. The driving innovation of this approach is to first synthesize
a bounded sample of the model space and cluster it using unsuper-
vised learning. An invariant from each cluster is then automatically
inferred to support a balanced partitioning of the large model space
prior to exploring the entire set of design variants, allowing each

1https://sites.google.com/view/parallel-exploration/home

partition to be synthesized concurrently and independently by a
distinct synthesis engine. Parasol comprises four main steps, as
depicted in Figure 2.

(1) Sampling, which automatically synthesizes a bounded sub-
set of models M𝑠 apropos formula F𝑏 , derived from the
system specification, F , via declarative slicing;

(2) Clustering, which automatically discovers related subsets
within the sample using unsupervised learning;

(3) Partitioning, which automatically infers an invariant from
each cluster, 𝑖 , and synthesizes constraints 𝑐𝑖 corresponding
to that invariant; then

(4) Parellel synthesis, where each 𝑐𝑖 is conjoined with F to
define a set of independently analyzable partitions of the
target model space, which can each be explored concurrently
to synthesize the entire model space in parallel.

While our goals are broad, for concrete exposition of our ideas,
we use relational logic as an example medium of specification to
explain our vision in this paper. Relational logic is shown to be a
perfect candidate for software abstraction [26, 27].

3.1 Sampling

The first step in Parasol is to synthesize a small, bounded subset of
the desired model space which can act as a representative sample.
Figure 3 provides an overview of the sampling process. To generate
this sample, Parasol accepts as input a formal specification of a
system (e.g., in Alloy [26]), which is then translated into a format F ,
appropriate for consumption by an underlying off-the-shelf solver
and/or model finder. When the solver finds a model, 𝑚, which
satisfies F , that model is added to the model space.
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Figure 2: Parasol overview. (1) A sample set of models is

synthesized from a slice of the specification. (2) The sample

set is clustered using unsupervised learning. (3) An invari-

ant from each cluster is automatically inferred to support

sound partitioning of the largemodel space. (4)Model space

synthesis is then performed in parallel, greatly reducing the

time required to generate the entire model space.

Parasol relies on declarative slicing [55] to identify a base slice
for its sampling. Specifically, Parasol first selects a slicing criterion
C ⊆ R and generates a base slice and derived slice of the specifica-
tion. The base slice represents a smaller problem than the original
due to the removal of all relations that do not appear in the slicing
criterion besides all clauses referencing the removed relations. The
formulae for the base and derived slices (F𝑏 and F𝑑 , respectively)
partition the formula for the input such that F ≡ F𝑏 ∧ F𝑑 . From
there, it is easy to deduce that F =⇒ F𝑏 ; in other words, every
assignment of tuples that satisfies F must also satisfy F𝑏 . This
guarantees a mapping between the models of the sample and those
of the input specification, as each model of the input is a valid
extension of a sample model.

Parasol selects its slicing criterion based on the complexity of
the formula for the base slice, derived from the number of clauses
appearing in the formula. The complexity ratio (Formula 1) com-
pares the number of clauses, 𝐶 , in the conjunctive normal form
(CNF) representation of the original formula with the total number
of clauses in the CNF for the base and derived slices (𝐶𝑏 and 𝐶𝑑 ,
respectively). The CNF translation process adds additional auxiliary
variables and clauses to represent a given formula as a conjuction
of disjunctions. The base and derived slices are each likely to be
smaller than the original formula, so their translations will include

SliceTranslate F

SAT?

Solve

ms

Fb

… ∧ ¬ms

(base)

+

System
Specification

1 Sample Synthesis

Sample 
Models

Figure 3: Sample synthesis overview. Input specification is

translated into a format suitable for solver, then sliced us-

ing declarative slicing. Sample is then synthesized frombase

slice F𝑏 using specification-driven model space synthesis.

fewer total auxiliaries than the original formula would require, al-
lowing for complexity ratios greater than one. Parasol filters the
possible slicing criteria to those that would produce unique base
slices and selects the criterion with the highest complexity ratio.

𝑐𝑜𝑚𝑝𝑙𝑒𝑥𝑖𝑡𝑦 𝑟𝑎𝑡𝑖𝑜 =
𝐶

𝐶𝑏 +𝐶𝑑
(1)

Parasol then uses the specification-driven model space synthe-
sis process to synthesize a sample of model instances satisfying the
base slice formula, F𝑏 , as shown in Figure 3. If F𝑏 is satisfiable,
the model finder returns the satisfying model,𝑚𝑠 , and adds it to
the sample model space,M𝑠 . A clause representing the negation
of𝑚𝑠 is conjoined with F𝑏 , and the resulting conjunction is then
subjected to another round of analysis to produce a different satis-
fying solution. This loop continues until the model finder cannot
find a satisfying model, completing sample model space synthesis.
These sample models satisfy the base slice derived from the original
specification. In view of the logical relationship described above
between the base slice and the original, larger specification, each
model in the original model space,M, is an extension of one of the
models inM𝑠 . As such, Parasol can glean fromM𝑠 information
about the models of the original specification.

3.2 Clustering

For each model 𝑚𝑠 ∈ M𝑠 , Parasol then generates an observa-

tion vector, 𝑜𝑠 , to provide as input for clustering. This vector is
constructed by checking the model against a given set of features
which serve to identify the relevant similarities and differences

Observe os

Cluster

2 Clustering

Sample
Models

Observation
Vectorsnext?

ms
+

(e.g., k-means)

Figure 4: Clustering component overview. For each model

𝑚𝑠 in the sample, Parasol constructs an observation vector

𝑜𝑠 (see Figure 5). Observations are clustered using unsuper-

vised learning to partition design alternatives in the sample.
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Figure 5: Example observation vector construction for clus-

tering. Sample models 𝑚𝑘 ,𝑚𝑙 ∈ M𝑠 correspond to ob-

servation vectors 𝑜𝑘 and 𝑜𝑙 , respectively. Each vector is

constructed by concatenating sub-vectors corresponding to

each relation 𝑟𝑖 , 𝑟 𝑗 ∈ R, where each index 𝑥𝛼 is 1 if tuple

𝑡𝛼𝑥 ∈ 𝑟𝛼 in the corresponding model or 0 otherwise.

among the observations. Parasol uses a list of features extracted
from the tuple assignments in each satisfying model of the sample
problem. Specifically, it defines one Boolean feature for each tuple
of atoms 𝑡 in the upper bound of each relation 𝑟 ∈ R. The upper
bound, denoted 𝑟 .UpperBound, represents the set of all tuples that
may be assigned to relation 𝑟 by the solver in a potential model
instance of F , usually defined as the 𝑛-fold Cartesian product of
the domains of 𝑟 . The size of each tuple assignment feature vector
is therefore equal to

∑
𝑟 ∈R | 𝑟 .UpperBound |.

The observation vector for each sample model𝑚𝑠 is computed
as shown in Figure 5. First, the relations in R and the tuples in
each relation’s upper bound are ordered into a canonical ordering
and indexed. The assignments of each relation 𝑟𝑖 in 𝑚𝑠 is then
translated into a sub-vector according to that indexing, setting a
value of 1 at each index where the corresponding tuple is a member
of 𝑟𝑖 in𝑚𝑠 and a value of 0 otherwise. For example, Figure 5 depicts
two sample models 𝑚𝑘 ,𝑚𝑙 ∈ M𝑠 and relations 𝑟𝑖 , 𝑟 𝑗 ∈ R with
cardinalities 𝑛 and𝑚, respectively. In𝑚𝑘 , 𝑟𝑖 = {𝑡𝑖1, 𝑡

𝑖
3, ..., 𝑡

𝑖
𝑛−1, 𝑡

𝑖
𝑛}

and 𝑟 𝑗 = {𝑡 𝑗2 , ..., 𝑡
𝑗

𝑚−1, 𝑡
𝑗
𝑚}. In this case, the vector 𝑜𝑘 generated from

𝑚𝑘 would contain a one at indices corresponding to 𝑡𝑖1 and 𝑡𝑖
𝑛−1,

but would contain a zero at the index corresponding to 𝑡𝑖2, among
others. Similarly, for𝑚𝑙—which has different tuple assignments for
𝑟𝑖 and 𝑟 𝑗—the observation vector 𝑜𝑙 would contain a one at indices
corresponding to 𝑡𝑖1 and 𝑡

𝑖
2, but a zero at the index for 𝑡

𝑖
3.

The observations are then passed through unsupervised clus-
tering algorithms. If the desired degree of parallelism is known,
Parasol uses k-means clustering to produce the desired number of
clusters. Specifically, if the degree of parallelism is 𝑛 > 1, Parasol
will run k-means clustering where 𝑘 =𝑚𝑖𝑛(𝑛 − 1, 2). It generates
one fewer cluster in order to account for differences between the
sample and the original input, detailed in Section 3.3.

If the desired degree of parallelism is not specified explicitly,
Parasol uses x-means clustering [39] to automatically determine
an appropriate value for 𝑘 . X-means clustering determines the best
value for 𝑘 by identifying candidate cluster locations and selecting
those that optimize the Bayesian information criterion (BIC) for
each cluster. This allows for effective unsupervised clustering of the
sample models even when a value for 𝑘 is not given. The discovered

Translate

3 Partitioning

Sample
Clusters

F
(Specification)

Infer Invariant

𝛾

Define Partition

CNF

Synthesizer
Synthesizer

Synthesizer

𝑐

Figure 6: Partitioning component overview. Invariant 𝛾𝑖 is

inferred from cluster 𝑖, specifying tuples assignments as

included/excluded/neither. 𝛾𝑖 is transformed into variable

clauses and conjoined to the CNF representation of F to gen-

erate partition definition 𝑐𝑖 for each synthesis engine.

Algorithm 1 Invariant inference algorithm. Input is a set of rela-
tions, R; a set of cluster centroids, each comprising an ordered list
of tuple assignment features. Returns invariants for each centroid.
Input: R : relations, 𝑐𝑒𝑛𝑡𝑟𝑜𝑖𝑑𝑠 : set of ordered lists of 0 or 1
Output: 𝑖𝑛𝑣𝑎𝑟𝑖𝑎𝑛𝑡𝑠

1: 𝑖𝑛𝑣𝑎𝑟𝑖𝑎𝑛𝑡𝑠 ← ∅
2: for 𝑐 ∈ 𝑐𝑒𝑛𝑡𝑟𝑜𝑖𝑑𝑠 do
3: 𝑖𝑛𝑣 ← ⊤
4: for 𝑟 ∈ R do

5: for 𝑖 = 1 to | 𝑟 .UpperBound | do
6: 𝑡 ← 𝑟 .UpperBound[𝑖 ]
7: if 𝑐 [𝑖 ] = 1.0 then
8: 𝑖𝑛𝑣 ← 𝑖𝑛𝑣 ∧ (𝑡 ∈ 𝑟 )
9: else if 𝑐 [𝑖 ] = 0.0 then
10: 𝑖𝑛𝑣 ← 𝑖𝑛𝑣 ∧ (𝑡 ∉ 𝑟 )
11: 𝑖𝑛𝑣𝑎𝑟𝑖𝑎𝑛𝑡𝑠 ← 𝑖𝑛𝑣𝑎𝑟𝑖𝑎𝑛𝑡𝑠 ∪ 𝑖𝑛𝑣
12: return 𝑖𝑛𝑣𝑎𝑟𝑖𝑎𝑛𝑡𝑠

clusters—both the metadata and the list of member observations
for each—are provided as input for the next step of our process.

3.3 Partitioning

Parasol logically partitions the original model space based on
the information derived by the unsupervised learning (shown in
Figure 6). It first examines the statistical metadata (e.g., the centroid
values) for each cluster to infer a set of invariants (i.e., logical
statements that are true of every sample model in the cluster) based
on the features used for the clustering. Each centroid adopts a
value for each feature in the closed range between 0.0 and 1.0,
summarizing the feature’s values in the sample models assigned
to the corresponding cluster. Parasol analyzes each centroid and
infers an invariant relational assignment of tuples based on the
centroid values. If the value for a particular feature is 1.0 in a
given centroid, then Parasol infers that the assignment of the
tuple corresponding to that feature is invariant in the given cluster.
Similarly, a value of 0.0 indicates that non-assignment of the tuple
is invariant in that cluster.

Alg. 1 outlines the invariant inference process. The algorithm
first iterates through a set of centroids representing each cluster
(Line 2), generating an invariant for each. The inner loops (Lines 4-
5) iterate through each tuple in the upper bound of each relation by
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4 Parallel Synthesis
Synthesizer

Synthesizer
Synthesizer 𝑐
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… ∧ ¬mi

+

Model Space

Figure 7: Parallel synthesis component overview. Each syn-

thesizer performs a model space synthesis loop on the pro-

vided partition definition. Models satisfying the definition

are added to the sharedmodel space, negated, and conjoined

with the definition to discover new models. When no more

models are found, model space synthesis is complete.

index, using the same index to access to the corresponding feature
in centroid 𝑐 (Lines 7 and 9). If the feature value is equal to 1.0 in the
centroid, it conjoins the constraint that the tuplemust be present in
the set defining the relation (i.e. the tuple is included); if it is equal
to 0.0, it asserts the tuple must not be present (i.e., it is excluded).
For all other values, it adds no clause. Once each the invariant for
each cluster have been created, Parasol generates an additional
logical definition from the conjunction of the negation of each of
the other invariants; this additional definition would match for any
models that would not match any of the other invariants, ensuring
that Parasol can enumerate all satisfying models.

The resulting invariants logically define each cluster, but would
not be directly applicable as constraints for synthesizing models for
F ; each one explicitly checks for the presence or absence of individ-
ual tuples inside the previously defined relations, but F represents
the relations themselves as free variables. Therefore, Parasol fur-
ther translates F into conjunctive normal form (CNF) in order to
directly reference variables corresponding to each individual tuple
assignment. In the CNF representation, each tuple in the domain
of each relation is assigned a primary variable indicating that that
tuple is assigned to that relation in a given model. By finding the
primary variable associated with each relation and tuple referenced
in the invariant, Parasol can explicitly add clauses to the CNF
requiring the variables for included tuples to be “true” and excluded
tuples to be “false”. If the invariant does not imply inclusion or
exclusion for a given relation and tuple, then no constraint is added
for the corresponding primary variable in the CNF. Once every tu-
ple assignment has been checked, the emitted clauses are conjoined
with the original CNF to generate a partition definition which can
be given to an independent synthesis engine.

3.4 Parallel Synthesis

The last step in our approach (cf. ❹ in Figure 2) is to distribute
each partition definition—𝑐𝑖 for some partition 𝑖—to a separate
synthesis engine and synthesize the model space for each partition
concurrently. Parasol again uses a variant of the model space
synthesis process described in Section 3.1, as shown in Figure 7.
If a satisfying model𝑚𝑖 is found for 𝑐𝑖 , the model is added to the
model space, 𝑐𝑖 is extended by conjoining it with the negation of
𝑚𝑖 , and the result is given back to the solver/model finder. This

process loops until no satisfying model instance can be found, at
which point the synthesis terminates. When the analysis of all the
partitions has terminated, Parasol will have synthesized the same
model space as that synthesized by state-of-the-art model space
synthesis approaches, but in a fraction of the time.

4 EVALUATION

This section presents the experimental evaluation of Parasol. Our
evaluation addresses the following research questions:
RQ1. How well does Parasol’s learning-based, parallelized model

space synthesis perform vs state-of-the-art techniques?
RQ2. Does our learning-based partitioning divide the work more

evenly than competing model space partitioning methods?
RQ3. How much overhead is introduced by Parasol?

Experimental setup. We conducted the experiments using a
custom Java 13 implementation of Parasol2, comprising over 5,000
lines of code using the built-in parallel streaming capabilities of Java
8 and above [38] to execute concurrently on multiple threads. The
learning-based partitioning algorithms are realized on top of the
WEKA library [20] developed by theMachine Learning Group at the
University of Waikato. The specifications used in the experiments
were developed in Alloy relational logic specification language [27]
and executed using the Java API of Alloy 5, the Kodkod model
finder [54] which drives that version of the Alloy Analyzer, and
the Glucose 4.1 SAT solver [2–4]. All experiments were run on
OpenStack instances running Ubuntu 20.04, each with 16 VCPUs
and 60GB RAM.

Subject systems. We collected a set of eight system specifica-
tions as our experimental subjects, representing model space ex-
ploration problems in three different domains: (1) database schema

design, and more specifically as explained in Section 2, object-rela-
tional database mapping (ORM) design; (2) role engineering within
a role-based access control (RBAC) system; and (3) security analysis,
where the threat space of real-world IoT apps, scoped by threat
models thereof, should be exhaustively explored in order to help
discover and address the risks. All subjects—as well as our reference
implementation of Parasol and experimental data—are publicly
available online for reuse [5].

Database Design. Our first set of subjects evaluates Parasol in
the context of designing object-relational database mapping (ORM)

schemas. The ORM tools provide an indirection layer between
object-oriented data models and relational database management
systems, and are included in many popular libraries (e.g., Hiber-
nate [18]) and frameworks (e.g., Django [16]). The design mapping
strategies employed by an ORM can have a large impact on its
performance. Selecting an appropriate design often demands the
analysis of tradeoffs among candidates, requiring analysis of the en-
tire model space. We considered the database design problem of two
systems, adopted from the literature. The first is the object model
of an E-commerce system adopted from Lau and Czarnecki [30]. It
represents a common architecture for open-source and commercial
E-commerce systems. The other object model is for a cyber-social
operating system, CSOS [6], to help coordinate people and tasks.

2Research artifacts and experimental data are available at
https://sites.google.com/view/parallel-exploration/home
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Table 1: Experimental data for each subject system specification. Average total runtime (limited to 24 hours) for three exe-

cutions reported for (a) model space synthesis performed using the approach from TradeMaker [6, 7] with state-of-the-art

incremental and parallel SAT solvers and (b) using Parasol. Model space size is the number of models synthesized by the

TradeMaker baseline for the full system specification. Runtime column for Parasol includes overhead.

Specification
Domain System Model Space

Size

Model Space Synthesis [6, 7] Parasol
Incremental Solver [2] Parallel Solver [11]

Runtime (secs) Runtime (secs) Runtime (secs) Overhead (secs) Speedup

Database
Design

E-commerce [30] 803,863 36,968.49 >86,400.00 14,179.25 633.89 250%
CSOS [6] 1,576,796 81,142.15 >86,400.00 17,020.02 349.14 467%

Role Eng. RBAC [46] 362,133 1,768.02 >86,400.00 233.38 0.71 755%

Security IoT Threats [1]
(App Bundles 1–5)

130,816 2,888.78 >86,400.00 712.95 86.41 361%
301,360 16,389.06 >86,400.00 6,183.67 695.23 276%
999,424 42,041.08 >86,400.00 6,223.16 699.46 607%
958,464 39,568.51 >86,400.00 5,951.50 761.37 589%

1,042,688 53,511.07 >86,400.00 8,529.01 602.78 586%

Role Engineering. The next subject is centered around model
space synthesis and analysis of the tradeoffs in developing roles
and their associated permissions within a role-based access control
(RBAC) system [46], a process known as role engineering. In such a
system, a given user has a set of permissions and resources that are
required to perform their job as well as a set of roles that have been
assigned to that user. In each satisfying assignment, each user must
be assigned roles that grant their required permissions/resources.
System administrators must then select the roles that provide the
best tradeoffs among various non-functional properties, such as
minimizing the number of roles they will need administer or the
number of unneeded permissions assigned to users in the system.
The analysis allows administrators to select the role assignment
that best satisfies the desired qualities.

Security Analysis. Our last set of subjects represents discovering
and exploring the space of potential security threats in IoT systems.
Each warning produced denotes a possible threat to the security of
the IoT system. Fully assessing the risk and mitigating the impact
of each threat would require examining every violations. Ensuring
the security of the system therefore requires synthesis of the entire
threat space to discover and address all possible security risks. To
evaluate Parasol’s performance in this context, we considered 100
real-world IoT app models drawn from [1]. We divided the apps
collection into five non-overlapping groups of 20 each, and explored
for bundles of apps among each group that violate interaction threat
assertions. Each individual model in the model space corresponds
to a single possible threat that may arise from interactions among
apps within the corresponding bundle.

Baselines and Measures. To evaluate Parasol in the context
of the research questions, we synthesized model spaces (i.e., design
models, role models, and threat models) for each subject system and
measured (a) the total execution runtime to synthesize the entire
model space, in seconds; (b) the overhead incurred by Parasol, in
seconds; and (c) the number of models synthesized by each analysis
engine during execution, used to compute the coefficient of variation

to measure partition parity.

To answer RQ1, we synthesized the model space for each sub-
ject specification with Parasol and compared the results against
synthesis using the model space synthesis method described in
TradeMaker [6, 7], the state-of-the-art in systematic, specification-
driven model space synthesis. Our baseline approach relies upon
SAT solvers to explore the space of models for various systems spec-
ifications provided as input. To ensure a fair comparison against
TradeMaker, we empowered it with state-of-the-art SAT solvers.
Specifically, we studied two classes of SAT solvers as the underlying
analysis engine for the baseline approach. First, we used an incre-

mental SAT solver to directly represent the TradeMaker approach
as described in [6, 7]. Second, we used a parallel solver, which al-
lows us to compare the high-level parallelization approach taken
by Parasol to lower-level, CNF-based parallelization.

To evaluate RQ2, we synthesized themodel space for each subject
in parallel using two other partitioning methods as our baselines,
described in more detail in Section 4.2. Lastly, for RQ3 we measured
the overhead for synthesis with Parasol against the overhead for
the state-of-the-art model space synthesis. In order to ensure our
experiments completed within a reasonable time, we limited each
execution—both for Parasol and each baseline—to 24 hours. The
model space for each system was synthesized three times with
Parasol and with each baseline, and the mean values are reported.
The resulting model spaces synthesized by each approach are all the
same, as Parasol synthesizes the same models as state-of-the-art
approaches in a much shorter time.

4.1 RQ1: Parasol In Practice

To answer the first research question, we compared the time taken
to synthesize the model space of each experimental subject with
Parasol to that required to synthesize the same model spaces
using TradeMaker, the state-of-the-art model space synthesis tech-
nique [6, 7]. We used two state-of-the-art SAT solvers to drive our
baseline: (a) Glucose [3]—an incremental SAT solver; and (b) Plin-
geling [11]—a parallel SAT solver. Using the incremental solver
provides a direct comparison with our baseline, as an incremental
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SAT solver is used by TradeMaker as presented in [6, 7]. The paral-
lel solver allows us to compare our approach against lower-level
parallelization performed by the SAT solver. We used our reference
Java 13 implementation of Parasol, and collected the running time
using the Bash time command. To ensure a fair evaluation, we
used Plingeling’s default degree of parallelism (8) as the number of
partitions in the experiments.

The experimental results are summarized in Table 1. Across the
board, Parasol outperformed the incremental baseline, providing
an average speedup of 460%. The largest speedup (755%) was ob-
tained on the role engineering model, which also had the shortest
overall running time.

The IoT threat space enumeration subjects fell in themiddle, with
an average speedup of 483%; the speedup was more pronounced
on app bundles with more potential security risks. For example,
Parasol shows 586% speedup in the analysis of Bundle 5 with
over a gigantic number of potential threats detected vs. Bundle
1 with only 130,816 potential threats and 361% speedup. Lastly,
Parasol demonstrates the average speedup of 358% for the two
ORM database design problems. As a case in point, for CSOS—the
system with the most valid database design models—Parasol saved
the most total hours compared to the baseline, reducing runtime
from 22.5 hours to under 5 hours.

Parasol also performed well against the baseline approach
driven by the Plingeling parallel SAT solver. As shown in Table 1,
the baseline using the parallel solver was unable to fully synthesize
any of the model spaces within a 24-hour time period. This is in
part due to the fact that the underlying parallel solvers are intended
to quickly provide a single SAT/UNSAT determination by dividing
a given CNF problem into subproblems and executing in parallel.
Model space synthesis techniques such as that used by our baseline,
however, repeatedly invoke the underlying solver, incrementing
the previous formula with a new clause for each discovered design
variant. Plingeling treats each such new invocation as an entirely
new problem, discarding any information discovered during the
solve steps from previous iterations. In contrast, Parasol extracts
specification-level domain knowledge from each model to partition
the problem at a higher level of abstraction. Because the parallel-
SAT version of the state-of-the-art baseline approach was unable
to synthesize any of the subject model spaces within 24 hours, we
excluded that version from subsequent experiments and used only
the incremental-SAT.

Overall, the experimental results indicate that Parasol pro-
vides significant time savings—with an overall average speedup
of 460%—compared to state-of-the-art model space synthesis
techniques using an incremental SAT solver.

4.2 RQ2: Parasol vs. Other Partitioners

To address the second research question, we set out to assess how
well Parasol’s learning-based partitioning divides the model space
and whether it distributes the work more evenly than compet-
ing specification-level partitioning methods. We considered two
competing partitioning approaches, comparing each against our
learning-based partitioning (c.f. Section 3):

(1) Randompartitioning:With random partitioning, each free
variable in the original specification is—with equal probability—
explicitly included, excluded, or neither, in which case that variable
is left to the solver to include or exclude. To test this method of
partitioning, we implemented an algorithm where the the random
partitioner elects whether to include, exclude, or defer each variable
based on a value drawn from a uniform random distribution rather
than setting the variables in the CNF according to the invariants.

(2) Scope partitioning: Scope partitioning relies on informa-
tion already encoded in the input specification to guide the parti-
tioning. Formal specifications for bounded verification tools, like
Alloy, include constraints on the scope of the analysis. Specifically,
the author of the specification determines the scope by declaring
the maximum number of distinct atoms that can be assigned to cer-
tain type-like unary relations (i.e., 𝑠𝑖𝑔𝑠). For example, in the ORM
design specifications, the user determines the maximum number of
tables that may appear in each model by setting the scope for the
Table 𝑠𝑖𝑔. For the CSOS specification, the Table scope is set to 18,
meaning that the solver will explore models containing between 0
and 18 tables. For the scope partitioning baseline, we restrict each
partition to synthesize models within a subrange of the original
scopes; for example, one partition might synthesize all models of
CSOS with exactly 18 tables, another all models with exactly 17
tables, and so on. We implemented an iterative partitioner that
loops through each type-like relation in the specification, creating
partitions by fixing the scope of each relation to a single value until
the desired number of partitions has been created.

The boxplots in Figure 8 show the synthesis time (in seconds)
taken by each of the techniques vs. Parasol over the subject sys-
tems. The horizontal axis specifies the synthesis methods: Trade-
Maker’s model space synthesis with an incremental solver (Glu-
cose [3]), parallel synthesis using random partitioning, parallel syn-
thesis using scope partitioning, and Parasol (orange, right-most
box). Parasol tends to exhibit significantly lower synthesis time
compared to the other techniques.

To determine how each of the three partitioning methods divides
the model space among the parallel analysis engines, we tracked
the number of models synthesized by each distributed worker using
each of the three partitioningmethods.We then computed the mean
(𝜇) and standard deviation (𝜎) of the number of models synthesized
for each partition for each method in order to calculate the coeffi-
cient of variation (𝐶𝑣 )—the ratio of standard deviation to mean—as
a measure of the parity among the partitions. The 𝐶𝑣 assumes a
value between zero and the square root of the number of partitions
(i.e., 8), with a lower 𝐶𝑣 indicating more balanced division of work.

Table 2 presents the results for each partitioning method and
subject specification. Parasol significantly outperformed both the
random and scope-based partitioning baselines in all but one case,
where the partitions produced by scope-based partitioning are the
same as those produced by Parasol; for the role engineering subject
the slicing criterion used by Parasol contained only the Role 𝑠𝑖𝑔
from the specification, resulting in the same partitions as those
created by the scope partitioning baseline. In terms of partition
parity, the 𝐶𝑣 for Parasol was less than half of the square root of
the number of partitions for each subject system, indicating that
Parasol evenly divides work among the partitions. Furthermore,
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Table 2: Total runtime (in seconds, including overhead), speedup, and coefficient of variation (𝐶𝑣) across partitions for each

subject system specification from each of the three partitioning methods. Note that 2.83 is the maximum value for 𝐶𝑣 , and

results when one worker synthesizes the entire model space. Parasol’s learning-based partitioning produces significantly

more balanced partitions (lower 𝐶𝑣) and substantially less runtime than other partitioning methods for all subjects.

Partitioning
Method Metric Subject System

E-commerce CSOS RBAC IoT Threats

Random Runtime (secs) 38,865.65 84,675.95 1,794.32 2,820.19 14,818.77 40,728.11 37,127.55 54,506.31
𝐶𝑣 2.83 2.83 2.83 2.83 2.83 2.83 2.83 2.83

Scope Runtime (secs) 36,447.39 86,744.50 229.82 2,957.37 15,590.44 40,440.00 39,126.65 50,559.78
𝐶𝑣 2.83 2.83 1.35 2.83 2.83 2.83 2.83 2.83

Parasol Runtime (secs) 14,813.14 17,369.16 234.09 799.36 6,878.90 6,922.62 6,712.87 9,131.79

𝐶𝑣 0.87 1.48 1.35 0.50 0.67 0.57 0.54 0.52

Speedup w/

Parasol
vs. Random 262% 488% 767% 353% 215% 588% 553% 597%

vs. Scope 245% 499% 98% 370% 227% 584% 582% 554%

Parasol had the lowest𝐶𝑣 among all three partitioningmethods for
all specifications, showing that Parasol outperforms the baseline
approaches in terms of evenly partitioning the model space.

We interpret these data to suggest that Parasol improves upon
other partitioning methods for (a) runtime performance and (b)
even partitioning of work among parallel workers.

4.3 RQ3: Overhead

To determine the overhead incurred by Parasol, we computed the
time (in seconds) between the start of execution and the start of
the exploration of the model space for the original specification for
both the state-of-the-art model space synthesis used as a baseline
for RQ1 and Parasol. That overhead time period includes the sam-
pling and partitioning conducted by Parasol before design space
exploration, which is not performed by state-of-the-art model space
synthesis. The overhead, then, can be represented as the difference
between those two time durations. Table 1 summarizes the over-
head (in seconds) for each of subject in the last column. Overall,
the execution time overhead incurred by Parasol accounted for a
small fraction of the running time (< 7% on average), making the
effect on user experience negligible.

Across the board, the speedup provided by Parasol substantially
outweighs the overhead.

5 DISCUSSION

Overall, the results described in Section 4 demonstrate that Para-
sol can synthesize a huge model space much more efficiently than
state-of-the-art model space synthesis techniques, exhibiting an av-
erage speedup of over 460% compared to the competing approaches.
Parasol also outperforms state-of-the-art parallel solvers by par-
titioning the model space at a higher level of abstraction than the
underlying SAT problem. We interpret our results to show that the
variance among partitions produced by Parasol is low overall, indi-
cating the effectiveness of our learning-based partitioning in evenly

dividing work among the parallel workers (see Table 2). Finally, the
overhead required by Parasol is minimal considering the multi-
plicative speedup Parasol provides compared to state-of-the-art
model space synthesis (see Table 1).

For some experimental subjects (e.g., CSOS), the variation among
the partitions was higher than the others. We believe this was due
to differences in how well the sample represented the implicit struc-
ture of the specification. Parasol samples via declarative slicing
using the criteria described in Section 3, which measures the com-
plexity ratio of the base slice compared to the original formula
(see Formula 1). For some specifications, the base slice effectively
matched the high-level structure of the target model space. For
example, the base slice selected for all five IoT Coordination Threat
app groups included the relation defining which apps were installed.
Each partition was thus defined by the inclusion/exclusion of spe-
cific combinations of apps rather than by potential security risks,
resulting in a low coefficient of variation (between 0.50 and 0.67).

In contrast, the slice selected for the RBAC specification parti-
tioned based on the number of roles included in the models (i.e., one
partition synthesized all models with exactly one role, another all
variants containing exactly two roles, etc.). This resulted in greater
imbalance among the partitions. For example, there are more possi-
ble assignments of roles and permissions in a system with five roles
than in a system with only two. This is indicated by the higher 𝐶𝑣

(1.35) for the RBAC system. It is also worth noting that the slice se-
lected by Parasol for that particular system resulted in exactly the
same partitioning as the scope-based partitioning method, hence
the two methods have the same 𝐶𝑣 . This was the only case among
all eight subject specifications where the scope-based partitioning
provided the same partitions. In all other cases, Parasol outper-
formed the other methods both in terms of runtime performance
and allocation of work among partitions.

The formulae selected during declarative slicing also determined
the number of models synthesized for the sample, which was the
largest contributor to the overhead for each subject specification.
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(c) RBAC
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(d) IoT (Bnd. 1)
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(e) IoT (Bnd. 2)
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(f) IoT (Bnd. 3)
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(g) IoT (Bnd. 4)
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Figure 8: Boxplots depicting the synthesis time (in seconds)

taken by each of the techniques vs. Parasol over the subject

systems. Horizontal axis indicates synthesis method: state-

of-the-art model space synthesis with an incremental solver
(Glucose [3]), parallel synthesis using random partitioning,

parallel synthesis using scope partitioning, and Parasol (or-

ange, right-most box).

For example, the “installed app” slice chosen for the IoT Coordi-
nation Threat app groups generated more than 300,000 sample in-
stances, increasing the overhead. On the other hand, the base slices
generated for RBAC produced only the scope of the 𝑅𝑜𝑙𝑒 signature
in the specification, despite the large number of models generated
for the problem overall. Further research into different slicing al-
gorithms could improve Parasol’s ability to select smaller and/or
more representative samples, leading to even greater speedups.

6 THREATS TO VALIDITY

The main threat to the internal validity of our experimental evalua-
tion is the accuracy of our custom implementation. Our code was
debugged and tested thoroughly, including unit tests written with
JUnit to ensure our implementation synthesized models correctly.
We also canonicalized and serialized the models synthesized by
Parasol and each baseline to ensure the same model space was syn-
thesized by each one; the de-duplicated set of models was the same
in each case, providing evidence that our implementation works
as intended. To ensure our external validity, we have conducted
our experiments on real-world model spaces drawn from various
software engineering domains. Lastly, the validity of our construct
relies on the use of the coefficient of variation as a proxy for parity
among our partitions; there may be other possible measures, such
as standard error of the mean or median absolute deviation. 𝐶𝑣

is used in a wide variety of statistical and analytical settings, and
provides an intuitive understanding of the variation, so we believe
it is a reasonable metric to use for our analysis.

7 RELATEDWORK

Researchers have explored the area of specification-driven design
space exploration. Kang, Jackson, and Schulte [28] employed for-
mal methods for design space exploration using an SMT solver, but
focused the effort on finding one or more satisfying model—not nec-
essarily the entire model space. The focus of more recent research
efforts is usually on constraining the model space in order to filter
some models during a complete exploration. Sullivan et al. [51]
recently proposed a general abstraction idiom to only synthesize
models that satisfy a given abstraction function. Porncharoenwase
et al. [40] presented an approach that finds a representative sample,
attempting to demonstrate the most syntactic coverage while ex-
ploring the smallest fraction of the overall space. Nelson et al. [36]
developed an approach called Aluminum that enables users to man-
ually guide exploration, which may not be suitable for large-scale
systematic analysis. These approaches all seek to limit the model
space rather than to effectively explore all variants, assuming that
the user performing the analysis can determine which variants are
irrelevant. Parasol makes no such assumption, providing signifi-
cant speedups while still exploring the entire model space.

Rosner et al. developed Ranger [42] to partition a bounded model
checking problem based on ranges of bound assignments. However,
Ranger focuses on finding one instance or counterexample rather
than parallelizing the model space exploration. In fact, the recur-
sive range partitioning technique used by Ranger to ensure parity
among the worker nodes—which introduces acceptable overhead
for finding a single model—would be invoked too frequently to be
suitable for exploring vast model spaces. Portfolio solvers, such as
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ManySAT [23] and HordeSAT [9], attempt many different config-
urations of sequential solvers in parallel to find the best method
of solving the problem. Iser et al. [25] described an approach that
can aid such solvers by using a shared repository of clauses to
mitigate memory issues. As demonstrated in Section 4, the tech-
niques used in these parallel (but non-incremental) solvers (e.g.,
Plingling [11]) optimize finding a single satisfying model, leading to
extremely poor performance when searching for subsequent mod-
els. Parasol avoids these pitfalls by using learning at a higher level to
automatically derive domain knowledge, guiding the parallelization

of exploring the model space.

Lastly, while other constraint solvers (e.g., SMT solvers like
Z3 [15]) have made impressive improvements in recent years, they
still lag behind SAT-based solutions when analyzing relational spec-
ifications. Meng et al. [32] developed an approach to use CVC4 [10]
as the underlying solver for Alloy specifications, but the SAT-based
solution still outperformed their implementation for most specifica-
tions. Stoel et al. [50] developed a Z3-based tool which was similarly
less efficient than the baseline Alloy translation to SAT. Therefore,
we implement Parasol atop a SAT solver, as that represents the
current state-of-the-art for relational specifications.

8 CONCLUSION

In this paper, we presented Parasol, a novel approach to perform
systematic specification-driven model space synthesis in parallel,
leveraging unsupervised learning to extract domain knowledge
about specification in order to evenly partition the model space.
The experimental results demonstrated an average speedup of 460%
over state-of-the-art model space synthesis, possibly saving hours
or even days for large system specifications. The results further
corroborated that the division of work guided by our learning-based
partitioning strategy was more even than competing partitioning
strategies. We also showed that the fractional overhead introduced
by the sampling is far outweighed by the improvement in overall
runtime.

In future research, we would seek to explore some of the compo-
nents of the approach to improve upon this research. For example,
different strategies may be employed to extract samples with declar-
ative slicing, rather than using the complexity ratio. Furthermore,
parallel synthesis of the model space could also enable further opti-
mizations, such as conducting dynamic tradespace analysis where
each of the design variants is evaluated in parallel as well. Finally,
we also believe further research could be done using different learn-
ing techniques—perhaps supervised learning with some form of
oracle—to better extract domain knowledge.
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