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Abstract—Time synchronization remains as a challenging task in wireless sensor networks that face severe resource constraints. Unlike previous work's aiming at pure clock accuracy, this paper proposes On-Demand Synchronization (ODS), a design to achieve efficient clock synchronization with customized performance. By carefully modeling the error uncertainty of skew detection and its propagation over time, ODS develops a novel uncertainty-driven mechanism to adaptively adjust each clock calibration interval individually rather than traditional periodic synchronization, for minimum communication overhead while satisfying the desired accuracy. Besides, ODS provides a nice feature of predictable accuracy, allowing nodes to acquire the useful information about real-time qualities of their synchronization. We implemented ODS on the MICAz mote platform, and evaluated it through test-bed experiments with 33 nodes as well as simulations obeying real world conditions. Results show that ODS is practical, flexible, and quickly adapts to varying accuracy requirements and different traffic load in the network for improved system efficiency.

I. INTRODUCTION

Time synchronization is one of the most fundamental and widely employed middle-ware services in wireless sensor networks (WSN) [10]. It allows nodes in the network to have a common notion of time, either respect to a global reference or among themselves [9]. Accurate time synchronization is critical for saving communication energy [26][28], promoting localization accuracy [1][24], optimizing surveillance coverage [18][34], extending network lifetime [14][15] and improving system security [4]. However, due to extremely limited resources at each low-cost sensor node (e.g., poor clock quality, limited computation and communication capabilities, ultra tight energy budgets, etc), time synchronization remains as a challenging task in the WSN community.

Previous research in this field mostly focused on how to do time synchronization for better clock accuracy (e.g., AD [33], TSS [19], RBS [20], TPSN [21], FTSP [22], VHT [5], etc). In spite of microsecond (µs) level accuracy achieved [5][7][22], they are not designed to provide a precise and convenient trade-off between service performance and energy efficiency, which complicates their deployment for energy sensitive applications with different timing requirements. In practice, systems depend on diverse synchronization qualities. For example, the bridge surveillance project [18] demands tens-of-µs clock accuracy for effective data acquisition; to detect jamming attacks in the network [4], the deviation of a couple of milliseconds (ms) is tolerable; while [1] demonstrated reasonable localization results with 0.5 ~ 7 ms synchronization accuracy. Essentially, high clock accuracy is at the cost of extra energy for communication [22] and measurements [31]. Therefore, we argue that a generic synchronization design in WSN should be application auto-adaptive for the best cost performance.

Realizing the limitations of prior work, this paper proposes On-Demand Synchronization (ODS), a design to determine when to do time synchronization for customized accuracy. ODS applies the design philosophy of substituting energy intensive wireless communication with local computation, so as to lower the overall cost of the synchronization service. By carefully modeling the error uncertainty of clock skew estimation and its propagation over time, ODS introduces an uncertainty-driven mechanism to adaptively adjust each clock calibration interval individually, instead of traditional periodic synchronization [3][6][20][21][22], for minimum communication overhead while satisfying the desired accuracy. In addition, ODS provides a nice feature of predictable accuracy, which enables nodes in the network to acquire the useful information about the qualities (probabilistic confidence) of their synchronization virtually at any time instance. In short, the intellectual contribution of this paper includes:

- To the best of our knowledge, ODS is the first work investigating on-demand synchronization for applications with different or time-varying accuracy requirements.
- We derived closed-form uncertainty analysis for skew and drift estimation, and proved that simply increasing synchronization frequency may not be beneficial at all.
- ODS develops a novel uncertainty-driven mechanism for adaptive clock calibration, which advances an important step towards system efficiency and flexibility.
- The design is evaluated with implementation, measurements and test-bed experiments. To reveal its performance at scale, we also provide a simulation study.

The rest of the paper is organized as follows. Section II explains clock uncertainty and its modeling. The major design of ODS is presented in Section III, and Section IV reports test-bed and simulation results. We overview related work in Section V. And finally, Section VI concludes the whole paper and proposes future research directions inspired by issues discovered in our evaluation experiments.
II. UNDERSTANDING CLOCK UNCERTAINTY

In this section, we carefully studied the characteristics of a real clock, including terminologies, empirical data and models that will be adopted by the design part in Section III.

A. Clock Drift and Skew

A clock is simply composed of a periodic signal source (e.g., a quartz oscillator or RC circuit) and a counter register to record the number of periods elapsed [8]. Due to a combination of factors in fabrication, signal sources at different clocks output frequencies with small offsets from the desired value [3][8]. As a result, clocks run at slightly different speeds and accumulate offsets respect to the ideal clock and among themselves, known as the clock drift phenomenon.

The slope of change in drift offset is defined as clock skew (or drift rate in some literatures [9]). To give an example, the skew of clock A respect to a reference clock B, denoted as $S^A_B$, can be calculated with

$$S^B_A = \frac{\tau_A - \tau_B}{\tau_B} \quad (1)$$

where $\tau_A$ is the interval measured by clock A for $\tau_B$ elapsed at clock B. $|\tau_A - \tau_B|$ is the drift offset, and if clock A runs faster than clock B, we have $\tau_A > \tau_B \Rightarrow S^A_B > 0$, otherwise, $S^A_B < 0$. Skew is evaluated in ppm (parts per million) and normally ranges from $\pm 5$ ppm to $\pm 100$ ppm [35]. For instance, $S^A_B = 20$ ppm indicates that clock A runs approximately $20 \mu s$ faster than clock B for every 1 second.

We carried out initial experiments on MICAz motes to examine the drift behaviors of their 32.768 KHz clocks wildly used for timekeeping [5]. Inspired by RBS [20], a sender node’s periodic radio broadcasting was utilized as a global combination of factors in fabrication, signal sources at different clocks output frequencies with small offsets from the desired value [3][8]. As a result, clocks run at slightly different speeds and accumulate offsets respect to the ideal clock and among themselves, known as the clock drift phenomenon.

The slope of change in drift offset is defined as clock skew (or drift rate in some literatures [9]). To give an example, the skew of clock A respect to a reference clock B, denoted as $S^A_B$, can be calculated with
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We carried out initial experiments on MICAz motes to examine the drift behaviors of their 32.768 KHz clocks wildly used for timekeeping [5]. Inspired by RBS [20], a sender node’s periodic radio broadcasting was utilized as a global combination of factors in fabrication, signal sources at different clocks output frequencies with small offsets from the desired value [3][8]. As a result, clocks run at slightly different speeds and accumulate offsets respect to the ideal clock and among themselves, known as the clock drift phenomenon.

The slope of change in drift offset is defined as clock skew (or drift rate in some literatures [9]). To give an example, the skew of clock A respect to a reference clock B, denoted as $S^A_B$, can be calculated with
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environments. Note that the concept of ODS is independent of specific skew model and can be applied with various scenarios.

As a continues-time process, the skew of clock $A$ respect to the reference clock $B$ at time $t_0 + t$, denoted as $S_A^B(t_0 + t)$, is modeled to be evolved from that at time $t_0$ as follows

$$S_A^B(t_0 + t) = S_A^B(t_0) + \int_0^t \eta(u)du$$

where $\eta(u) \sim N(0, \sigma_\eta^2)$ and $E[\eta(u)\eta(v)] = \sigma_\eta^2 \cdot \delta(u-v)$

$\delta(x)$ is the Kronecker's delta: $\delta(x) = 1$, if $x = 0$; $\delta(x) = 0$, otherwise. $t_0$ and $t_0 + t$ are reference time readings.

The above model takes both intrinsic clock frequency (base skew) and clock instability (random step noise) into consideration. In Eq.2, a bigger $\sigma_\eta^2$ for $\eta(u)$ indicates worse stability of the clock. Note that the value of $\sigma_\eta^2$ is associated with the step size $du$ of the random walk. In fact, when using the ideal clock as reference, $\sigma_\eta^2$ equals $2 \cdot AVRA(du)$, where $AVRA(du)$ is the Allan Variance (AVRA) [39], a standard metric for describing clock instability. In practice, the value of $\sigma_\eta$ can be obtained from multiple sources: (i) frequency tolerance provided by oscillator specifications [35]; (ii) measurements reported in previous literatures [8][39], and (iii) pre-deployment system profiling [38]. To give an example. Fig.3 plots modeled skew processes as two bottom curves in the figure, where $\sigma_\eta = 10^{-8}$ and $10^{-9}$ were generated for $du = 1$ s.

With clock skew $S_A^B(t)$, the accumulated drift offset $t_{drift}$ between $A$ and $B$ from $t_0$ to $t_1$ ($t_1 \geq t_0$) can be expressed as

$$t_{drift} = \int_0^{t_1} S_A^B(t)dt$$

This drift model is quite general and it subsumes other skew models [7]. For example, for the constant-rate skew model [8] assuming only instant Gaussian noise with $S_A^B(t)$, the offset in Eq.3 degrades to the linear drift model in [10][38].

III. ON-DEMAND SYNCHRONIZATION

In this section, we present the design of ODS that features application-oriented performance and predictable accuracy.

A. Overview

We consider node $A$ as being synchronized to a reference node $B$ with an accuracy of $\epsilon$, if the error associated with $A$'s estimation about the clock offset between itself and $B$ is less than $\epsilon$ with a high probability $p$ at any time instance. Note that this definition allows both clock alignment based synchronization (i.e., adjusting clocks to be equally [9][21][17][22]) and timescale transformation among node in the network [9][10].

Under this definition, ODS functions in an on-demand manner, by accepting real-time configuration ($\epsilon, p$) from the application layer. For example, a combination of $\epsilon = 1$ ms, $p = 99.7\%$ requires the offset estimation error to be less than $1$ ms with a confidence probability of at least 99.7%.

The synchronization service is abstracted as two phases: (i) the detection phase, during which nodes refresh their time information by exchanging time-stamped messages [21][28]; (ii) the dormant phase, as intervals between detection phases.

It is easy to understand that nodes obtain the highest synchronization confidence right after each detection phase. However, this confidence of accuracy degrades gradually in the following dormant phase because of the accumulated uncertainty from dynamic clock skew and previous detection errors.

From the above observation, we conclude that the key for achieving time synchronization with desired accuracy while reducing redundant cost is to repeat the detection phase right on time, not too early and not too late. Given a requirement ($\epsilon, p$), ODS adaptively regulates the duration of the following dormant phase after each detection, based on the error uncertainty of skew estimation, so that the required accuracy can be quickly satisfied with minimum traffic overhead.

In the following, we firstly use pairwise synchronization to convey ideas. Then, Section III-E extends the design to the multi-hop scenario. Unless noted otherwise, we denote the reference time at node $B$ as $t$ and the corresponding clock reading at node $A$ as $t_A(t)$; $\hat{x}$ and $\bar{x}$ are used to express the estimator and error residual for a variable $x$, respectively.

B. Clock Skew Detection and Estimation

Skew detection serves as the first step towards on-demand synchronization because clock drift is resulted from temporal accumulation of skew. While drift offset can be measured with bounded error uncertainty [2][7][20][22], estimating instant clock skew is far more challenging for its time-varying nature. In this section, we propose an instant skew estimator with explicit uncertainty range, by analyzing errors of skew detection with different sampling intervals.

Suppose that at time $t_0$ node $B$ sent a message to node $A$ about its clock reading, and later node $A$ obtained another timestamp $t_1$ from node $B$, as illustrated in Fig.4. As a result, node $A$ can acquire two pieces of information: (i) the time elapsed at the reference, denoted as $\Delta t = t_1 - t_0$; and (ii) the drift offset between two nodes during this interval as

$$\hat{t}_{drift} = (t_A(t_1') - t_A(t_0)) - (t_1 - t_0)$$

where $t_A(t_0')$ and $t_A(t_1')$ are sampled clock readings at node $A$ upon receiving $B$’s messages $t_0$ and $t_1$, respectively.

![Fig. 4. Uncertainty in Drift Offset Detection](image)

$\hat{t}_{drift}$ is written as an estimator because detections of $t_A(t_0')$ and $t_A(t_1')$ are subject to multiple non-deterministic delays and noise along the “critical path” of communication [12][22]. We consider the additive result of all sources of delays and noise as a random variable $d$ following approximately normal distribution, based on the central limit theory [13] and empirical observations from previous research [22][5], as

$$d \sim N(\mu_d, \sigma_d^2)$$

where $\mu_d$ and $\sigma_d^2$ are determined by hardware/software performance, and can be profiled before network deployment. Then,
\( \hat{t}_{\text{drift}} \) in Eq.4 can be rewritten as
\[
\hat{t}_{\text{drift}} = t_{\text{drift}} + (d_1 - d_0)
\]
where \( d_1 \) and \( d_0 \) are independent delays for \( t_A(t_1') \) and \( t_A(t_0') \), respectively. From Eq.5 and 6, we can conclude that \( \hat{t}_{\text{drift}} \) is an unbiased estimator for \( t_{\text{drift}} \) with error variance \( 2\sigma_d^2 \).

Based on the offset detection \( \hat{t}_{\text{drift}} \) for interval \( \Delta t \), node \( A \) can obtain a new estimation about its clock skew respect to the reference node \( B \) at \( t_1 \) (according to Eq.1) as
\[
\hat{S}_A^B(t_1) = \frac{\hat{t}_{\text{drift}}}{\Delta t}
\]
The error of \( \hat{S}_A^B(t_1) \) actually comes from two aspects: (i) the detection error of \( t_{\text{drift}} \); and (ii) the dynamic fluctuation of clock skew during \( \Delta t \), which is depicted as \( S_A^B(t) \) in Fig.5.

\[
\text{Fig. 5. Error of Skew Detection}
\]

The true value of the accumulated drift during the interval \( \Delta t \) equals the area under the solid curve \( S_A^B(t) \) in Fig.5. Thus, \( \hat{S}_A^B(t_1) \) obtained from Eq.7 essentially estimates the average value of \( S_A^B(t) \) during \( \Delta t \), marked as a dashed line. Therefore, \( \hat{S}_A^B(t_1) \) could have dynamic offset errors from its true value \( S_A^B(t_1) \) as depicted in the figure. We give the following theorem about this estimation.

**Theorem 1.** \( \hat{S}_A^B(t_1) \) in Eq.7 is statistically unbiased for the stochastic process \( S_A^B(t) \), namely
\[
E[\hat{S}_A^B(t_1)] = E[S_A^B(t_1)]
\]
where \( E[\cdots] \) is the expectation. And its error variance is
\[
\sigma_{\hat{S}_A^B}^2(t_1) = \frac{2\sigma_d^2}{\Delta t^2} + \frac{\Delta t}{3} \cdot \sigma_\eta^2
\]
where \( \sigma_d^2 \) is the error variance of time detection in Eq.5; \( \sigma_\eta^2 \) is the step variance of the random walk skew in Eq.2; and \( \Delta t \) is the interval of the last dormant phase.

**Proof.** Let \( S_A^B \) be the true average skew during \( \Delta t \). \( \hat{t}_{\text{drift}} \) is an unbiased estimator for \( t_{\text{drift}} \), so we have
\[
E[\hat{S}_A^B(t_1)] = \frac{E[\hat{t}_{\text{drift}}]}{\Delta t} = \frac{t_{\text{drift}}}{\Delta t} = S_A^B
\]
On the other hand, from Eq.2, 3 and 10, we can obtain that
\[
S_A^B \cdot \Delta t = S_A^B(t_0) \cdot \Delta t + \int_{t_0}^{t_1} \int_{t_0}^t \eta(u)dudt
\]
Eq.11 and 2 combined give an expression for \( S_A^B(t_1) \) as
\[
S_A^B(t_1) = S_A^B - \frac{1}{\Delta t} \int_{t_0}^{t_1} \int_{t_0}^t \eta(u)dudt + \int_{t_0}^{t_1} \eta(u)du
\]
which tells \( E[S_A^B(t_1)] = S_A^B \). So with Eq.10, we have Eq.8.

From Eq.7 and 12, the error residual of \( \hat{S}_A^B(t_1) \) is
\[
\hat{S}_A^B(t_1) - S_A^B(t_1) = \frac{t_{\text{drift}} - \hat{t}_{\text{drift}}}{\Delta t} + X
\]
where \( X = \int_{t_0}^{t_1} \eta(u)du - \frac{1}{\Delta t} \int_{t_0}^{t_1} \int_{t_0}^t \eta(u)dudt \)
Then, its MSE (mean square error) is
\[
E[\hat{S}_A^B(t_1)^2] = \frac{2\sigma_d^2}{\Delta t^2} + E[X^2]
\]
because \( E[(t_{\text{drift}})^2] = 2\sigma_d^2 \), \( E[X] = 0 \), and \( \hat{t}_{\text{drift}}, X \) are independent. For \( E[X^2] \), by transformation we can have
\[
E[X^2] = E \left[ \left( \int_{t_0}^{t_1} \eta(u)du \right)^2 \right] + \frac{1}{\Delta t^2} \left[ \left( \int_{t_0}^{t_1} \int_{t_0}^t \eta(u)dudt \right)^2 \right] - \frac{2}{\Delta t} \left[ \int_{t_0}^{t_1} \eta(u)du \cdot \int_{t_0}^{t_1} \int_{t_0}^t \eta(u)dudt \right]
\]
We proved in Appendix A.1 that \( E[X^2] = \frac{\Delta t}{3} \cdot \sigma_\eta^2 \). Thus,
\[
\sigma_{\hat{S}_A^B}^2(t_1) = E[\hat{S}_A^B(t_1)^2] = \frac{2\sigma_d^2}{\Delta t^2} + \frac{\Delta t}{3} \cdot \sigma_\eta^2
\]
This finishes the proof.

**Theorem 1** provides the support and rationale behind Eq.7 for instant skew estimation. It also reveals that the performance of the estimator is determined by three factors:
- Quality of time detection, evaluated by \( \sigma_d \);
- Stability of the clock, described by \( \sigma_\eta \);
- Duration of previous dormant phase, i.e., interval \( \Delta t \).

Fig.6(a) and 6(b) give example patterns of \( \sigma_d^2 \) against \( \Delta t \) for different values of \( \sigma_d \) and \( \sigma_\eta \), respectively. For each curve, \( \sigma_\Sigma^2 \) firstly gets reduced along the \( \Delta t \) axis. This is because the first term \( 2\sigma_d^2/\Delta t^2 \) in Eq.9 diminishes quickly with a larger \( \Delta t \). After reaching a turning point, \( \sigma_\Sigma^2 \) enlarges with increasing \( \Delta t \), since the second term \( \Delta t \cdot \sigma_\eta^2/3 \) dominates Eq.9 at this stage. From a system perspective, skew fluctuation is
what we are interested in is its error uncertainty. The delay $\hat{t}$ offset with respect to the reference node $B$ is decisive in the left part of Fig.6(a). On the contrary, if $\Delta t$ is relatively large respect to the tiny drift, this explains why instability and the estimation performance is mostly affected by clock instability $\sigma_d$, as verified by the right part of Fig.6(b).

**C. Predicting Clock Uncertainty**

With estimated skew, nodes are allowed to predict their drift offsets during the dormant phase. We analyze the uncertainty of such prediction in this section, which paves the way for the key mechanism of uncertainty driven clock calibration.

Based on the detection at $t_1$, node $A$ can predict its clock offset respect to the reference node $B$ for time $t_1 + t$, denoted as $\hat{t}_{\text{offset}}(t_1 + t)$, with

$$\hat{t}_{\text{offset}}(t_1 + t) = \hat{S}_A(t_1) \cdot t + \hat{t}_{\text{offset}}(t_1)$$

where

$$\hat{t}_{\text{offset}}(t_1) = t_A(t_1') - \mu_d - t_1$$

Here, $\hat{t}_{\text{offset}}(t_1)$ is the estimated clock offset between two nodes at time $t_1$, and $\mu_d$ serves as an unbiased estimator for the delay $d_1$. Eq.16 has been widely used [38][6][3], however, what we are interested in is its error uncertainty.

**Theorem 2.** The offset prediction using Eq.16 is unbiased with error variance satisfying

$$\sigma^2_{\text{offset}}(t_1 + t) = \sigma_d^2 + 2\frac{\sigma_d^2}{\Delta t} \cdot t + \sigma^2_{\hat{S}_A(t_1)} \cdot t^2 + \frac{\sigma_{\eta}^2}{3} \cdot t^3$$

where $\Delta t$ is the length of previous dormant phase in Fig.7.

**Proof.** The true value of $\hat{t}_{\text{offset}}(t_1 + t)$ in Eq.16 is

$$t_{\text{offset}}(t_1 + t) = \int_{t_1}^{t_1+t} S_A(u) du + (t_A(t_1') - d_1 - t_1)$$

From Eq.19, 16 and Eq.2, its residual can be expressed as

$$\tilde{t}_{\text{offset}}(t_1 + t) = \tilde{S}_A^B(t_1) \cdot t + \int_{t_1}^{t_1+t} \int_{t_1}^{t_1+u} \eta(v) dv du - \tilde{d}_1$$

where $\tilde{d}_1 = d_1 - \mu_d$ and $\tilde{S}_A^B(t_1) = \tilde{S}_A(t_1) - S_B^A(t_1)$. $\tilde{d}_1$ and $\tilde{S}_A^B(t_1)$ are zero mean Gaussian, thus we have

$$E[\tilde{t}_{\text{offset}}(t_1 + t)] = E\left[ \int_{t_1}^{t_1+t} \int_{t_1}^{t_1+u} \eta(v) dv du \right] = 0$$

Namely, $\tilde{t}_{\text{offset}}(t_1 + t)$ is an unbiased estimator.

From $\tilde{t}_{\text{offset}}(t_1 + t)$, we have its error variance as

$$\sigma^2_{\text{offset}}(t_1 + t) = \sigma_d^2 + 2\frac{\sigma_d^2}{\Delta t} \cdot t + \sigma^2_{\hat{S}_A(t_1)} \cdot t^2 + \frac{\sigma_{\eta}^2}{3} \cdot t^3$$

It is proved in Appendix A.2 that $E[Y^2] = \frac{\sigma_d^2}{\Delta t} \cdot t^3$, and $E[\hat{S}_A^B(t_1) \cdot \tilde{d}_1] = -\frac{\sigma_{\eta}^2}{\Delta t}$. As a result, we reach

$$\sigma^2_{\text{offset}}(t_1 + t) = \sigma_d^2 + 2\frac{\sigma_d^2}{\Delta t} \cdot t + \sigma^2_{\hat{S}_A(t_1)} \cdot t^2 + \frac{\sigma_{\eta}^2}{3} \cdot t^3$$

This finishes the proof.

Insights into Eq.18 tells that $\sigma_d^2$ captures errors in original offset detection; $\sigma_{\hat{S}_A(t_1)}^2 \cdot t^2$ collects skew estimation error over time; $\sigma_{\eta}^2 \cdot t^3/3$ evaluates the uncertainty from dynamic skew fluctuation; and $2\sigma_d^2 \cdot t / \Delta t$ includes additional error due to the correlation between offset and skew detections.

Fig.7 shows impacts of $\sigma_d$, $\sigma_d$, and $\Delta t$ to the offset estimation, respectively. As shown in Fig.7(a), a smaller $\sigma_d$ brings in less prediction uncertainty, especially when $t$ is small. As $t$ increases, this benefit becomes less significant because the cubic term of $t$ dominates Eq.18 with clock instability $\sigma_d$. Fig.7(b) verifies this analysis and indicates that $\sigma_d$ acts as the deterministic factor as $t$ grows.

Different from $\sigma_d$ and $\sigma_{\eta}$, $\Delta t$ does not have a monotonic impact to the offset prediction. As shown in Fig.7(c), among various $\Delta t$ values, the lowest curve is given by $\Delta t = 2000$ s. Ironically, a short $\Delta t$ (e.g., 100 or 200 s) is more harmful than a long $\Delta t$ (e.g., 5000 or 10000 s), indicating that calibration at high frequency may not be helpful at all. This interesting phenomenon is caused by the fact that the error of skew estimation could get amplified when $\Delta t$ is tiny in Eq.9. The “V-shaped” curves in Fig.6 nicely confirms this observation.

Theorem 2 contributes dual benefits to the synchronization service. First, it enables a quantitative evaluation about the quality of synchronization. At any time, a node can not only estimate its clock offset, but also beware of the error range of this estimation. Namely, a real-time predictable accuracy. In addition, based on this theorem, the synchronization can be conveniently optimized for the desired accuracy performance, as explained in the following.
D. Uncertainty Driven Clock Calibration

To guarantee the required accuracy \((\epsilon, p)\), the error in offset estimation should always be less than \(\epsilon\) with probability \(p\). Namely, \(\sigma_{\text{offset}}\) must satisfy the following inequality

\[
n \cdot \sigma_{\text{offset}} \leq \epsilon, \quad \text{where} \quad n = \sqrt{2 \cdot \text{erf}^{-1}(p)} \tag{22}
\]

\(n\) obtained from the inverse Gaussian error function \(\text{erf}^{-1}\) is the confidence interval (error range) for probability \(p\) [27]. For example, if \(p = 99.7\%\), \(n = 3\) for the \(3\sigma\) error range.

Clock uncertainty escalates quickly as time elapses in the dormant phase. To meet Eq.22, the dormant phase after the \(k\)th detection has a maximum length \(T(k)\) that is the solution of Eq.22 and Eq.18 combined as follows

\[
f(T) = \left(\frac{\epsilon}{\sqrt{2 \cdot \text{erf}^{-1}(p)}}\right)^2 \tag{23}
\]

where \(f(T) = \sigma_d^2 + 2\sigma_d^2 \Delta T \cdot T + \sigma_S^2 T^2 + \sigma_p^2 T^3\)

In general, synchronization can be accomplished by adopting an uncertainty driven mechanism for clock calibration in Fig.8.

![Fig. 8. Uncertainty Driven Clock Calibration](image)

In the \(k\)th detection phase, \(t_{\text{drift}}\) and \(\Delta T(k)\) contribute a skew estimation \(\hat{S}(k)\). Then, for the desired accuracy \((\epsilon, p)\), a duration limit \(T(k)\) is set for the following dormant phase, and the expiration of \(T(k)\) triggers a new round of calibration. Note that a new detection is not necessarily to happen only upon \(T(k)\) time out. When the accuracy condition is changed, or data traffic occurs, on which timestamps can be piggybacked with little overhead [28], the dormant phase terminates immediately. In those cases, \(\Delta T(k+1) \neq T(k)\).

To summarize, we list operations in detection phase \(k\) as Algorithm 1. Line 1 extracts reference time \(t_k\) from time-stamped message \(M\) and samples its local counterpart \(t'_{k}\). Line 2 clears the timer if it did not fire for \(T(k-1)\). Line 3 calculates the drift offset based on Eq.4. Line 4 estimates the instant skew and its error variance from Eq.8 and 9. Then, line 5 gives \(T(k)\) based on Eq.23. Finally, line 6 sets a new timer with \(T(k)\) and line 7 returns parameters for real-time offset prediction and future calibration. To initialize, \(\hat{S}(0)\) is set to be 0 ppm as an unbiased hypothesis, and \(\sigma_{\hat{S}(0)}^2\) gets overestimated as \(S_{\text{max}}^2\) where \(S_{\text{max}}\) is the maximum skew from the oscillator datasheet [35].

E. Discussion on Multi-Hop ODS

ODS can be conveniently extended for multi-hop synchronization without major theoretical modification. We explain in this section with an example shown in Fig. 9.

Suppose that at time \(t_k\), the reference node disseminated a time-stamped message. An 1-hop node received this message at \(t_k+d_1\), and applied Algorithm 1 for clock calibration. After delay \(\tau_1\), the 1-hop node took over the synchronization task by sending out newly estimated reference time \(\hat{t}_{R(1)}\) together with its error variance \(\sigma_{\hat{t}_{R(1)}}^2\) obtained from Theorem 2. Then, the 2-hop node can also apply Algorithm 1 for clock calibration, by simply merging the uncertainty of delay \(d_2\) and that of \(\hat{t}_{R(1)}\) as the overall uncertainty of its reference time detection, i.e., \(d'_{R(2)} = \sigma_d^2 + \sigma_{\hat{t}_{R(1)}}^2\), as shown in Fig.9. This process repeats till hop \(n\) as shown in the figure.

![Fig. 9. Error Uncertainty of Multi-hop Reference Time Delivery](image)

In general, we have the accumulated error uncertainty for reference time detection at hop \(k\) as

\[
\sigma_{\hat{t}_{R(k)}}^2 = \sigma_d^2 + \sigma_{\hat{t}_{R(k-1)}}^2 \tag{24}
\]

The uncertainty of the reference time sent out at hop \(k\) is

\[
\sigma_{\hat{t}_{R(k)}}^2 = \text{Theorem}2(\sigma_{\hat{t}_{R(k-1)}}^2, \tau_k) \tag{25}
\]

The above two equations reveal that the performance of multi-hop synchronization is affected by (i) the number of hops for reference time delivery, and (ii) delays at each hop.

By forwarding the reference time with its error variance, each node can perform skew estimation and offset prediction as that in the 1-hop scenario by requesting updated reference time from its neighbors when necessary. The feature of predictable accuracy from ODS also allows nodes to effectively fuse time information obtained from different neighbors [30].

On the other hand, multi-hop ODS enables the node as global reference to be aware of the upper bound of clock errors in the network, according to the number of hops and worst-case delays to the most remote nodes. This information provides important guidance for efficient timestamp dissemination.

IV. Evaluation

We implemented ODS on the MICAz mote platform and evaluated with multiple experiments. To reveal its performance at scale, we also report a simulation study in this section.
A. Testbed Experiments

The ODS design was developed as a middle-ware module in the TinyOS framework as shown in Fig. 11, where arrows indicate data and command flows among modules. To avoid intrinsic delays of TinyOS, low-level instructions were widely used. The kernel ODS task includes 39 lines of NesC code that was compiled to 1710 bytes of ROM and 68 bytes of RAM.

Fig. 11. Implementation of ODS with TinyOS

Considering that multi-hop synchronization heavily depends on assumptions of network topology, routing matrix, traffic load, etc., we focused on 1-hop ODS in the experiment to investigate its actual performance. Note that multi-hop design can be unified with the 1-hop ODS framework equivalently from our discussion in Section III-E.

Error Performance

In this experiment, 32 nodes were deployed on an in-door test-bed to synchronize with a BS, as shown in Fig. 12. Nodes targeted an accuracy demand of $\epsilon = 200 \mu s$, $p = 99.7\%$. We measured $\sigma_d = 15.3 \mu s$ and configured $\eta = 3 \times 10^{-9}$. To get the true real-time synchronization errors, the BS also periodically broadcast a special type of packets that were used by normal nodes only as samples for calculating clock prediction errors logged into their flash memory.

Fig. 10 illustrates the maximum and mean errors of 32 nodes during an interval of 5 hours (300 minutes). This figure tells that (i) the maximum errors were kept less than 200 $\mu s$ all the time, except for initialization and two impulses of outliers; (ii) the max-error curve demonstrated an interesting “ZigZag” pattern along the $x$-axis, which is reasonable because clock errors escalate statistically over time during the dormant phase while get pushed back upon detections.

As marked in Fig. 10, the maximum 99.7%-error range among nodes were 161.8 $\mu s$, which is smaller than the required 200 $\mu s$, indicating that $\eta = 3 \times 10^{-9}$ was actually an overestimation. In addition, a std. of 25.9 $\mu s$ reveals that nodes had diverse error performance. Both findings suggest that in-field real-time $\eta$ calibration could be very helpful in practical systems, which we put as part of our future work.

Behaviors under Varying Accuracy

ODS features quick adaption for varying accuracy. In this experiment, we emulated a scenario that at the first stage of about 150 minutes, nodes were required to have a high accuracy (200 $\mu s$) for localization purpose; after that, nodes maintain a lower accuracy (500 $\mu s$) for energy efficiency.

Fig. 13 plots calibration intervals (i.e., the length of dormant phases) of a node in the test. We can see that (i) at the beginning of the first stage, ODS gradually reached an optimal calibration interval for the 200-$\mu s$ accuracy; (ii) upon accuracy change, ODS swiftly shifted to lengthened calibration intervals, which is attributed to the well estimated clock skew as well as its error uncertainty at the first stage.

Behaviors under Varying Traffic

ODS enables full utilization of data traffic in the network, so that dedicated beacon traffic for synchronization can be saved. In this experiment, we emulated two levels of traffic load under identical accuracy requirements, and conducted two tests: (i) ODS without utilizing the data traffic; and (ii) ODS with timestamp-piggybacked data traffic.

In Fig. 14, “Baseline” shows beacon traffic employed in case (i); “Traffic” gives the trace of data traffic; and “ODS Sync.” depicts beacon packets in case (ii). We can see that “ODS Sync.” used much less beacons than “Baseline”. For example, with relatively high traffic load, “ODS Sync.” even did not cost ultra packets for synchronization. We further analyzed the impact of traffic in the following with simulations.
B. Simulation Study

ODS was also evaluated with extensive simulation. Due to space constraints, we only reported results for issues of biased parameter estimation and diverse traffic load in this section.

We developed an event-driven simulator that maintains $n$ separate skew/time frames for systems with $n$ nodes. To satisfy long simulated durations ($\geq 10^5$ s) and precise uncertainty accumulation ($\leq 10^{-24}$) simultaneously, the MAPM library [37] was applied for 64-digit calculation precision. Table I lists default simulation configurations, and all statistics reported are mean values averaged over 50 runs for high confidence.

**TABLE I**

<table>
<thead>
<tr>
<th>$\sigma_\eta$</th>
<th>$\sigma_d$</th>
<th>Factor of Overestimation</th>
<th>Duration</th>
</tr>
</thead>
<tbody>
<tr>
<td>$10^{-5}$</td>
<td>15.3 $\mu$s</td>
<td>(500 $\mu$s, 99.7%)</td>
<td>50</td>
</tr>
</tbody>
</table>

Impact of $\sigma_\eta$ Estimation

In this experiment, we investigated the impact of biased $\sigma_\eta$ estimation. Fig.15 plots mean values of the probability of accuracy violation (left $y$-axis) and the number of synchronization beacons (right $y$-axis) under different factors of biased estimation, in steps of 0.05x. This figure tells that (i) in ideal case (1.0x), the required sub-0.3% violation probability is achieved; (ii) with increasing overestimation, the synchronization accuracy gets improved with reduced violation probability, but the overhead enlarges linearly; (iii) when underestimated, the accuracy performance degrades quickly.

Impact of $\sigma_d$ Estimation

In this experiment, we investigated the impact of biased $\sigma_d$ estimation, in steps of 0.2x. Curves in Fig.16 have similar trends as that in Fig.15, except that the impact of biased $\sigma_d$ estimation is less significant than that of $\sigma_\eta$. By comparing results in Fig.15 and Fig.16, we can conclude that effective calibration for the environmental parameter $\sigma_\eta$ plays an important role in practical systems using ODS.

Impact of Different Data Traffic

In this experiment, we investigated the impact of different levels of data traffic. Two types of data traffic were tested:

- Random Traffic: data traffic is generated randomly with a probability of $Q$ in every 10 seconds.
- Periodic Traffic: data traffic is generated periodically with a cycle of $10/Q$ seconds.

As shown in Fig.17, by applying ODS, dedicated beacons for clock calibration decrease smoothly with increasing $Q$ values for the random traffic. For periodic traffic, the situation is more complex and deserves further explanation.

To better understand the impact of periodic traffic, we divide Fig.17 along the $x$-axis into three regions as Phase I, II and III. In phase I, beacons get reduced slowly with increasing periodic traffic as that for the random traffic. However, more beacons are required with larger $Q$ in phase II. This is because at this stage traffic period is slightly longer than the optimal clock calibration interval, and thus beacons always happen (but be wasted) before another traffic. That’s why curves for data traffic and beacons overlap in phase II. Finally, when traffic period is shorter than the calibration interval, no beacon is needed any more. This explains the sharp slope between phase II and III, and a steady close-to-zero pattern in phase III, showing that periodic traffic is extremely helpful for reducing synchronization overhead at this stage with ODS.

V. RELATED WORK

Previous research on time synchronization in WSN mostly focused on enhancing clock accuracy. To combat the non-determinism along the critical path of wireless communication [12], RBS [20] proposed a receiver-receiver model to eliminate sender-side delays. While TPSN [21] applied a sender-receiver scheme to nullify propagation delay and used MAC layer time-stamping to mitigate other delays. FTSP [22] further advanced clock accuracy by marking multiple timestamps within one message to remove jitters in interrupt handling. Recently, PulseSync [7] reveals that swiftly distributing reference time is critical for multi-hop synchronization, since errors accumulate exponentially with increasing delays. Unlike their focusing on how to deliver reference time, ODS decides when to conduct clock calibration for the desired accuracy.

On the other hand, researchers have also tried to study the fundamentals of clock uncertainty [8][39] for better synchronization accuracy. Many designs assumed constant-rate clock models [9][38] and applied linear regression to estimate clock skew [6][20][22][29]. Considering the unpredictable yet rate-limited variation of clock drift, [7][19] employed bounded-drift models [9] for the worst-case analysis. Applying the bounded-drift model is convenient but not energy efficient for its overestimated clock instability. On the contrary, [5][36][31] explored precise skew estimation with sensing aided calibration, which unfortunately depends on additional hardware [31] and specific oscillators [5][36]. ACES [3] suggested skew tracking with complex Kalman filtering and period-level sampling adaption [21][29]. ODS differs from aforementioned designs starting from the concept of on-demand accuracy that makes the system more flexible, agile and efficient.
VI. CONCLUSIONS AND FUTURE WORK

In this paper, we present the first work for on-demand time synchronization in wireless sensor networks. By applying an uncertainty-driven mechanism, ODS adaptively adjusts each clock calibration interval for the desired accuracy with minimum communication overhead. Evaluation results demonstrate that ODS is practical, efficient and flexible for different and varying accuracy demands as well as diverse traffic load in the network. It is also suggested that effective in-field $\sigma_0$ calibration and optimization for periodic traffic are important aspects for further investigation towards optimal system efficiency.
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APPENDIX

A.1 We derive Eq.15 in four steps:
(i) for the first term in Eq.15, we have:
\[
E \left( \int_{t_0}^{t_1} \eta(u) du \right)^2 = \int_{t_0}^{t_1} E[ \eta(u) \eta(v)] du dv = \sigma_0^2 \cdot \Delta t
\]
where
\[
\frac{\sigma_0^2}{2 \Delta t} = \delta(u-v) \cdot \sigma_u^2,
\]
according to Eq.2.
(ii) for the second term in Eq.15, let \( w(m) = \int_{t_0}^{t+\Delta m} \eta(u) du \), then
\[
E \left( \int_{t_0}^{t} \int_{t_0}^{t} \eta(u) du \right)^2 = \int_{t_0}^{\Delta t} \int_{t_0}^{\Delta t} E[w(m)w(n)] dm dn
\]
\( w(m) \) is a standard Wiener Process, and has a covariance of \( E[w(m)w(n)] = \min(m,n) \cdot \sigma_u^2 \) [23]. Considering that
\[
\int_{t_0}^{\Delta t} \int_{t_0}^{\Delta t} \min(m,n) \cdot \sigma_u^2 dm dn = \Delta t^2 \cdot \sigma_u^2
\]
We have that the second term equals \( \Delta t^2 \cdot \sigma_u^2 \).
(iii) for the third term in Eq.15, we apply similar substitutions as above.
\[
\int_{t_0}^{\Delta t} \eta(u) du \cdot \int_{t_0}^{\Delta t} \eta(v) du = \int_{t_0}^{\Delta t} E[w(\Delta t)w(\Delta m)] dm
\]
\( E[w(\Delta t)w(\Delta m)] = m \cdot \sigma_u^2 \) since \( 0 \leq m \leq \Delta t \). As a result
\[
\int_{t_0}^{\Delta t} E[w(\Delta t)w(\Delta m)] dm = \int_{0}^{\Delta t} (m \cdot \sigma_u^2) dm = \frac{\Delta t^2}{2} \cdot \sigma_u^2
\]
Therefore, the third term has a value of \( -\sigma_u^2 \cdot \Delta t \).
(iv) Combining results from (i), (ii) and (iii), we have
\[
E[X^2] = \sigma_0^2 \cdot \Delta t + \frac{\Delta t^3}{3} \cdot \sigma_u^2 - \sigma_u^2 \cdot \Delta t = \frac{\Delta t^3}{3} \cdot \sigma_u^2
\]
This finishes the proof.

A.2 Following the same method in A.1 (ii), we can get
\[
E[Y^2] = E \left( \left[ \int_{t_0}^{t_1} + \int_{t_1}^{t_2} \right] \eta(u) du \right)^2 = \frac{\sigma_u^2}{3} \cdot t^3
\]
For \( E[S_{DA}^2(t_1) \cdot \tilde{d}_1] \), Eq.6 and 13 give
\[
\tilde{d}_1 = d_1 - \mu_d, \text{ so we have }
\]
\[
E[S_{DA}^2(t_1) \cdot \tilde{d}_1] = E \left[ \frac{d_0 - d_1}{\Delta t} \cdot X \right] \cdot (d_1 - \mu_d)
\]
where \( X, d_0 \) and \( d_1 \) are independent and \( E[X] = 0 \). Thus, we have
\[
E[S_{DA}^2(t_1) \cdot \tilde{d}_1] = E \left[ \frac{d_0 - d_1}{\Delta t} \cdot (d_1 - \mu_d) \right] = -\frac{\sigma_d^2}{\Delta t}
\]
because \( E[d_1] = \mu_d \) and \( E[d_1^2] = \mu_d^2 + \sigma_d^2 \).