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Abstract

The use of feedback control theory for performance guarantees in QoS-aware systems has gained much attention in recent years. In this paper, we investigate merging, within a single framework, the predictive power of queueing theory with the reactive power of feedback control to produce software systems with a superior ability to achieve QoS specifications in highly unpredictable environments. The approach is applied to the problem of achieving relative delay guarantees in high-performance servers. Experimental evaluation of this approach on an Apache web server shows that the combined schemes perform significantly better in terms of keeping the relative delay on target compared to feedback control or queueing prediction alone.

1 Introduction

Feedback control theory has recently gained much popularity as an analytic foundation for providing soft QoS guarantees in computing systems such as Internet servers [3, 18] and Internet routers [7, 12]. An advantage of feedback control is that it causes system performance to exhibit a self-correcting, self-stabilizing behavior. Interpreting QoS specifications as control loop set points, the system converges towards an equilibrium around an operating point defined by the specification, thereby producing the desired QoS. Due to the robustness of common feedback controllers, system convergence is observed even in the presence of model-

ing inaccuracies, inherent system nonlinearities, and variations of system parameters over time. These desirable properties have brought about much interest in control theory as a means to achieve software QoS guarantees.

A disadvantage of feedback control is that it essentially is a reactive approach. The feedback loop operates by responding to measured deviations from the desired performance, i.e., exerting corrective action that attempts to reduce the deviation to zero. In many cases, however, it may be possible to predict that system performance is about to degrade before the degradation actually occurs. For example, in web server delay control, where server response time is the controlled parameter, an increase in current input load is likely to cause an increase in the average response time in the near future. Unfortunately, a feedback controller, which measures the current delay, will remain oblivious to the impending overload until it occurs. This delay in response is particularly significant since the server response time is a moving average that is slow in response to changes. Augmenting feedback control with a predictive framework would have averted this problem, thereby preventing the overload from occurring.

Queueing theory provides the predictive framework needed such that expected delays can be inferred directly from input load. In a previous paper [19], the authors described the first attempt to combine queueing prediction and feedback control in software services in the context of providing absolute delay guarantees in web servers. In this paper, we extend the approach to the problem of meeting relative delay guarantees in web servers. Relative guarantees are particularly useful for service differentiation on overloaded systems. They have gained much popularity since the formulation of the proportional differentiated services
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framework [8, 9]. Unlike other differentiated service models, the proportional differentiated service provides both predictable and controllable relative differentiation. It is predictable, as the differentiation is consistent (i.e., higher classes are better, or at least no worse) regardless of the variations of the class loads. It is controllable, meaning that the network operators are able to adjust the quality spacing between classes based on their selected criteria.

We compare empirically three different variants of the general formulation of the relative delay guarantee problem as a combination of queueing-theoretic prediction and feedback control. These variants follow the common architecture shown in Figure 1. The queueing predictor is placed on the feedforward path to make estimates of per-class resource allocation that satisfies the delay requirements. Several feedback control loops correct this allocation for their respective classes in response to deviations. The feedback controller output is mathematically combined with that of the queueing predictor. We describe how these variants are implemented inside an Apache web server, analyze their advantages and disadvantages, and report on our experiences with tuning their parameters in practice such that best performance is achieved.

The rest of the paper is organized as follows. Section 2 describes related work. Section 3 presents the design of the control loop and a description of its sensors and actuators. Section 4 describes our experimental framework and evaluation results. The paper concludes with Section 5.

2 Related Work

To the authors’ knowledge, this and our previous [19] papers present the first attempt to combine queueing-theoretic prediction with control-theoretic correction in a single framework for performance control in web services. While queueing theory and feedback control are both mature disciplines, the opportunity for their combined use has not been presented itself in prior work. The situation changes when control is applied to software performance. Server queues, modeled by difference equations as integrators of request flows, satisfy the assumptions of both the control-theoretic and the queueing-theoretic frameworks.

The application of control theory to software performance control has met much success in recent years. The main motivation has been to develop robust techniques for QoS adaptation that have convergent, self-correcting properties. Several recent papers [1, 2, 4] presented a control-theoretic approach to Internet QoS based on web content adaptation. QoS guarantees on request rate and delivered bandwidth were achieved. In [14, 21, 22], control theory was used for CPU scheduling to achieve QoS guarantees on service delay. A similar approach was used for e-mail server queue management [18]. In [20], guarantees were made on power dissipation by applying control-theoretical techniques to microprocessor thermal management. In our previous work [15, 16], we applied feedback control theory to proxy cache QoS, as well as the problem of automating controller tuning. At the network layer, control theory was applied to packet flow control in Internet routers [7, 12]. Due to the usefulness of the control-theoretic approach and its versatile applications, middleware frameworks emerged for control-based QoS assurances [24]. The authors of [10, 13, 24] provided tools to help apply control-theoretic design techniques to a larger class of systems. We demonstrate that adding queueing-theoretic prediction capabilities to control loops can enhance feedback loop performance in a non-trivial way. We believe this technique will be of great value whenever time-related QoS metrics are being controlled.

3 Design

We consider the problem of providing relative delay guarantees in high-performance servers. We define a high-performance server as any server which handles a very large number of requests per second, such that client response time is dominated by the server’s queueing delay (e.g., in the server’s external socket queue, or in the CPU ready queue). We assume that server traffic is classified into a finite fixed number \( N \) of classes. At each sampling time \( k \), the average delay, \( W_i(k) \), is computed for each traffic class \( i \). The relative delay guarantee ensures the quality spacing between classes by imposing constraints of the following form on successive pairs of classes

\[
\frac{W_{i+1}(k)}{W_i(k)} = \frac{c_{i+1}}{c_i}, \quad i = 1, \ldots, N - 1
\]

Figure 1. The augmented control loop
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Absolute delay guarantees can be provided similarly.
where $c_i$ is a constant weighting factor of class $i$, representing the user’s relative delay specifications. To evaluate the system performance on providing the relative delay guarantee, we measure the deviation $E_i(k)$ of the actual delay ratio from the desired ratio, i.e.

$$E_i(k) = \frac{c_{i+1}}{c_i} - \frac{W_{i+1}(k)}{W_i(k)}$$  \hspace{1cm} (2)

We further assume that all classes share a single server resource. Relative delay guarantees are achieved by allocating that resource appropriately among the competing classes. While in general, servers have multiple resources (such as CPU cycles, network bandwidth, and disk bandwidth), it is often the case that only one resource is the bottleneck. This observation was experimentally verified for the server used in this study. Thus, the single-resource approximation holds well in practice.

An initial solution to the above relative delay guarantee problem has been presented by the authors in [14]. It has been shown that feedback control is capable of keeping the different delays in proportion to their relative weight factors. However, abrupt changes in the traffic pattern result in large deviations before corrective action is taken. This fundamental limitation of a pure feedback-control solution motivates us to design a queueing predictor that is sensitive to traffic changes and re-formulate the relative delay guarantee problem as a combination of prediction and feedback. Three different formulations of the combined problem are presented and evaluated in this paper illustrating significantly improved performance. The queueing predictor, the common component in the three formulations, is described in Section 3.1. Its integration techniques with feedback control are presented in Section 3.2. Analysis of how the queueing predictor improves the controller performance in the integrated architectures is given in Section 3.3.

### 3.1 The Queueing Predictor

Consider an arbitrary high-performance server serving $N$ client classes. Assume the request streams of each class are Poisson distributed, with an arrival rate of $\lambda_i$. In our server model, each traffic class is served by a separate M/M/1 queue with an average service rate of $\mu_i$. Although Poisson distribution is not an accurate model for Internet traffic, we use M/M/1 queue because first, its solutions are simple and easy to manipulate and second, the model errors can be corrected by feedback control. From queueing theory, we know that for an M/M/1 queue with arrival rate $\lambda_i$ and service rate $\mu_i$, the long term average queueing time (i.e. connection delay) for the clients is

$$W_i = \frac{\lambda_i}{\mu_i(\mu_i - \lambda_i)}$$  \hspace{1cm} (3)

Hence, we can estimate the queueing delay ratio of two classes at $k^{th}$ sampling time as

$$\frac{W_i(k)}{W_m(k)} = \frac{\lambda_i(k)\mu_m(k)(\mu_m(k) - \lambda_m(k))}{\lambda_m(k)\mu_i(k)(\mu_i(k) - \lambda_i(k))}$$  \hspace{1cm} (4)

Since we assume that in our server the queueing delay dominates the clients’ waiting time, to provide the relative delay guarantee (Equation 1), we control service rates $\mu_i(k)$ and $\mu_m(k)$ in a way that makes the estimated queueing delay ratio approach the desired ratio, that is

$$\frac{\lambda_i(k)\mu_m(k)(\mu_m(k) - \lambda_m(k))}{\lambda_m(k)\mu_i(k)(\mu_i(k) - \lambda_i(k))} = \frac{c_i}{c_m}.$$  \hspace{1cm} (5)

We also assume that the service rate $\mu_i$ of each queue is isolated and proportional to the amount of its allocated resources. By dynamically adjusting the resource allocation, we have the control on service rates. There are several techniques for allocating system resources among competing client classes. In servers with a process-per-class or a thread-per-class architecture, it is possible to control per-class resource allocation using mechanisms such as capacity reserves [17], CPU reservations [11] or resource containers [5]. These mechanisms allow a certain percentage of CPU time to be allocated to (the processes or threads) serving requests of a particular class. The average service rate $\mu_i$ for that class is proportional to the resources reserved.

Let $c$ be the total capacity of the server. Let a resource reserve of size $b_i \leq c$ be allocated to class $i$. The corresponding service rate $\mu_i$ will be $\frac{b_i}{\mu_i}$, where $\mu_i$ is the service rate per resource unit. Then Equation (3) becomes

$$W_i = \frac{\lambda_i}{b_i(\mu_i - \lambda_i)}$$  \hspace{1cm} (6)

To meet the relative delay guarantee specified by Equation (1), the following equations should be satisfied

$$\begin{align*}
\frac{\lambda_i(k)b_i(k)(b_i(k)\mu_i(k) - \lambda_i(k))}{\lambda_i(k)b_i(k)(b_i(k)\mu_i(k) - \lambda_i(k))} &= \frac{c_i}{c_1} \\
\frac{\lambda_i(k)b_i(k)(b_i(k)\mu_i(k) - \lambda_i(k))}{\lambda_i(k)b_i(k)(b_i(k)\mu_i(k) - \lambda_i(k))} &= \frac{c_i}{c_2} \\
\vdots
\end{align*}$$  \hspace{1cm} (7)

and

$$b_1(k) + b_2(k) + \ldots + b_N(k) = c$$  \hspace{1cm} (8)

There are $N$ equations in the $N$ unknowns, $b_i$, $i = 1, 2, \ldots, N$. By solving these equations, we can get the desired values for $b_i$, which describe the resource allocation suggested by the predictor. These values constitute the queueing predictor output (Figure 1), which can also be translated into a pair-wise ratio, $\frac{b_i}{b_{i+1}}$. In the combined queueing plus feedback framework, the output of the queueing predictor is not directly applied. Instead it is mathematically combined with the output of the feedback controller.
whose purpose is to adjust for errors in resource allocation, as described next.

### 3.2 The Feedback Controller

We will present three ways relative differentiated service guarantees can be translated into a feedback control framework, which is then integrated with the queueing predictor described above. All three approaches share the architecture shown in Figure 1. The approaches differ in how many control loops are used, how control set points are computed, and how the error is formulated to drive the correction process. Below, we describe each of the three approaches and discuss their relative merits and drawbacks. Comparisons of their performance on an Apache web server are shown in the evaluation section.

#### 3.2.1 Approach 1: Per Class Control with Fixed Set Point

In this variant, a single control loop exists per traffic class. To satisfy the relative delay guarantee expressed by Equation (1), at every sampling time \( k \), it is enough that the relative delay of each class, defined as \( \frac{W_i(k)}{\sum_{j=1}^{N} W_j(k)} \), be equal to the relative delay ratio computed from user specifications, i.e., \( \frac{c_i}{\sum_{j=1}^{c_j}} \). Hence, the performance error \( e_i(k) \) of class \( i \) at sampling time \( k \) is given by the expression

\[
e_i(k) = \frac{c_i}{\sum_{j=1}^{N} c_j} - \frac{W_i(k)}{\sum_{j=1}^{N} W_j(k)}
\]

(9)

where \( \frac{c_i}{\sum_{j=1}^{c_j}} \) is the fixed set point of class \( i \) and \( \frac{W_i(k)}{\sum_{j=1}^{N} W_j(k)} \) is the value returned by the relative performance sensor. It is easy to see that if the performance error is reduced to zero for each class, the relative guarantee of Equation (1) holds true for the \( N \)-class system. The feedback controller in each loop is a linear function \( f(e_i(k)) \). It translates the performance error \( e_i(k) \) into a correction \( \Delta b_i \) to the resource allocation \( b_i \) computed by the queueing predictor for class \( i \). The controller function satisfies \( f(0) = 0 \) (i.e., no correction if there is no error). Thus, if the predictor is accurate, the performance error and the correction would be equal to zero. Since the predictor is only approximate, the actual (i.e., adjusted) resource allocation \( b_i^{adj} \) is computed from

\[
b_i^{adj} = b_i + \Delta b_i
\]

(10)

It is important that the adjusted resource allocation obeys the constraint of server capacity expressed by Equation (8), i.e., \( \sum_{i=1}^{N} b_i^{adj} = c \). We call it, the constant sum constraint. This property holds because

\[
\sum_{i=1}^{N} e_i(k) = \frac{\sum_{i=1}^{N} c_i}{\sum_{j=1}^{N} c_j} - \frac{\sum_{i=1}^{N} W_i(k)}{\sum_{j=1}^{N} W_j(k)} = 1 - 1 = 0
\]

(11)

Hence

\[
\sum_{i=1}^{N} \Delta b_i = \sum_{i=1}^{N} f(e_i(k)) = f(\sum_{i=1}^{N} e_i(k)) = f(0) = 0
\]

(12)

Consequently

\[
\sum_{i=1}^{N} b_i^{adj} = \sum_{i=1}^{N} b_i + 0 = c
\]

(13)

In other words, the condition on total server capacity, expressed by Equation (8), is satisfied for the adjusted resource allocation.

While the above formulation of the relative delay guarantee problem has the advantages of having a fixed set point and an adjusted resource allocation which satisfies the constant sum constraint, on the disadvantage side, it has three undesirable features. First, there is tight coupling among the control loops. This is because the plant output, \( \sum_{j=1}^{N} W_j(b) \), involves division of the class’s delay by the sum of all classes’ delays, which are outputs of other control loops. Modeling a system in such a way causes a single input single output controller not suitable for the performance control, unless the denominator, in this case, the sum of all classes’ delays remains relatively constant. Second, the control framework gives rise to an asymmetric formulation of the original relative differentiation problem. It is true when the performance error (Equation 9) \( e_i(k) = 0 \) (for all \( i \)), the QoS specification is achieved, as \( E_i(k) = 0 \) in Equation (2). However, \( e_i(k) \) isn’t always strictly proportional to \( E_i(k) \). Suppose there are two classes in the system, \( c_1 = 1, c_2 = 3 \); at \( k \)th sampling time, we have \( W_1(k) = 1, W_2(k) = 1 \); while at \( j \)th sampling time, we have \( W_1(j) = 2, W_2(j) = 10 \). Although in both \( k \)th and \( j \)th sampling time, \([E_1(k)] = [E_1(j)] = 2\), the performance errors formulated by this approach do not reflect this, as \([e_1(k)] 
eq [e_1(j)]\) with \( e_1(k) \) and \( e_1(j) \). Third, the constant sum constraint isn’t achieved free of charge. It requires that for all control loops, the designed control functions are the same, e.g. \( f \). This restricts controller design. The relationship between resource allocation and delay may vary from one class to another (because, for example, the class traffic patterns are different) making it advantageous to tune the different per-class controllers differently. This, however, is impossible without violating the constant sum constraint.
3.2.2 Approach 2: Per Class Control with Variable Set Point

We can formulate the relative delay problem differently by noticing that when the relative guarantee (Equation 1) is satisfied, the ratios \( \frac{\tau_i(k)}{c_i} \) are equal. Moreover, they are also equal to their average. This average is therefore a good candidate for a common control set point. The error of each loop \( i \) is the deviation of the \( i^{th} \) ratio from the common set point. When all deviations are zero, the relative guarantee is satisfied.

In this architecture, we use a single control loop per class. The sensor in each loop \( i \) multiplies the output delay \( W_i(k) \) of the class by the constant \( \frac{1}{c_i} \). The set point is the same for all classes and is equal to the average of all sensor measurements, i.e., \( \text{avg}(k) = \frac{1}{N} \sum_{i=1}^{N} \frac{W_i(k)}{c_i} \). The performance error of class \( i \) is
\[
e_i(k) = \text{avg}(k) - \frac{1}{c_i} W_i(k)
\] (14)

Observe that the control loops in this formulation are linear, since the sensor measurement \( \frac{W_i(k)}{c_i} \) is the delay of the class scaled by a constant. The controller is a linear function that computes \( \Delta b_i = f(e_i(k)) \), such that actuator input is \( b_i^{adj} = b_i + \Delta b_i \), where \( b_i \) is the output of the queueing predictor. The constant sum constraint is satisfied because
\[
\sum_{i=1}^{N} e_i(k) = \sum_{i=1}^{N} \frac{W_i(k)}{c_i} - \sum_{i=1}^{N} \frac{W_i(k)}{c_i} = 0
\] (15)

which leads to
\[
\sum_{i=1}^{N} \Delta b_i = \sum_{i=1}^{N} f(e_i(k)) = f(\sum_{i=1}^{N} e_i(k)) = f(0) = 0
\] (16)

and consequently, \( \sum_{i=1}^{N} b_i^{adj} = c \). Although the approach removes a nonlinearity from the system, it is an indirect method in that each control loop controls the absolute delay of its own class. The relative delay guarantee is achieved indirectly as a consequence of changing the set point which depends on all control loop outputs from the previous iteration. Similar to the first approach, this is an asymmetric formulation of the relative differentiation problem (Equation 1) and it requires the same control function design for all the loops to meet the constant sum constraint.

3.2.3 Approach 3: Class Ratio Control

Another disadvantage of both of the previous approaches is that each individual feedback loop controls the resource allocation of a single class. However, the relative delay guarantee is not well correlated with resource allocation to any individual class, but with the ratio of such allocations to different classes. Hence, controller derivation becomes a problem, as the actuator’s enforced resource allocation, \( \frac{b_i^{adj}}{c_i} \), is not well correlated with the measured performance error (Equation 2), \( E_i(k) \), in any single loop.

To avoid this problem, we change the architecture such that one feedback control loop is used for every pair of adjacent classes. At every sampling time \( k \), the loop measures the deviation in the delay ratio \( \frac{W_{i+1}(k)}{W_i(k)} \) of the two classes from its ideal target \( \frac{c_{i+1}}{c_i} \). The performance error is therefore defined as \( e_i(k) = \frac{c_{i+1}}{c_i} - \frac{W_{i+1}(k)}{W_i(k)} \). If the queueing predictor is ideal, the ratio \( \frac{b_i}{c_i} \) of resources allocated to the two classes will be such that no error is observed. In general, the queueing predictor is only approximate, causing a finite error to develop. The loop controller is a linear function, \( f(e_i(k)) \), which determines the allocation ratio adjustment \( \Delta(\frac{b_i(k)}{W_{i+1}(k)}) \) needed to correct the resource allocation ratio.

To combine the queueing predictor and the controller, we simply add their outputs. The input to the actuator which enforces resource allocation is therefore
\[
\frac{b_i^{adj}(k)}{b_{i+1}^{adj}(k)} = \frac{b_i(k)}{b_{i+1}(k)} + \Delta(\frac{b_i(k)}{b_{i+1}(k)})
\] (17)

The actuator solves these equations, one for each of the \( N - 1 \) control loops in the system, together with the total capacity condition
\[
b_1^{adj}(k) + b_2^{adj}(k) + \ldots + b_N^{adj}(k) = c
\] (18)

for the individual values of resource allocation \( b_i^{adj}(k) \). Since this is a system of \( N \) equations in \( N \) unknowns, a solution is always possible. The solution simultaneously satisfies the constant sum constraint and the adjusted ratio \( \frac{b_i^{adj}(k)}{b_{i+1}^{adj}(k)} \) of each control loop. As we show in the evaluation section, this formulation yields the best performance.

Note that the actuator in this case creates a potential coupling between individual loops in that the actual resource shares of individual classes, \( b_i^{adj}(k) \), depend on the allocation of other control loops, as determined by the solution of Equations (17) and (18). This, however, is not a concern since in the controlled system it is the ratio \( \frac{\tau_i^{adj}(k)}{\tau_{i+1}^{adj}(k)} \) of each control loop. The actuator does not change the former ratio. Thus, the coupling does not affect the desired guarantee. Unlike the previous two approaches, this formulation does not have the asymmetry problem and the controllers for each loop could be different linear functions.

3.3 Combining Prediction and Feedback Control

In this section, we analyze some implications of the integration of the queueing predictor from Section 3.1 with the
feedback control loops from Section 3.2. As we know, the average delay of queueing systems (such as web servers) is essentially nonlinear in the resource allocation which determines average service rate. We call the curve that relates the resource allocation (or service rate) of a class to the delay of that particular class the input-output curve. The slope of this curve is very important since it describes how changes in resource allocation affect the average delay of the class. This slope is used in tuning the feedback controller. For linear systems, linear control theory can determine controller parameters given the constant slope of the input-output curve. From queuing theory, however, we know that the input-output curve for an M/M/1 system is given by \( \text{Delay} = \frac{1}{(\mu - \lambda)} \). Hence, its slope \( \frac{d\text{Delay}}{d\mu} \) is not constant, which means the controller must be tuned based on the “worst case” slope. It is useful to think of system delay as defining an operating point on the curve. As current delay changes, so do the operating point and the slope. The worst case slope is the maximum slope of the input-output curve over all operating points that might be visited by the system during normal operation. A controller tuned for the worst case will ensure eventual system convergence to specifications (known as system stability), as long as the system operates at a point where the slope of the input-output curve does not exceed the stipulated worst case. This convergence, however, will generally be too slow when the slope is significantly lower than the worst-case. In this case, the controller design is said to be pessimistic.

In our previous paper [19], we demonstrated that a queueing predictor helps alleviate this problem. The predictor determines a resource allocation that attempts to keep system delay around a target set point. Hence, the system operates in a small region of the input-output curve and can be linearized around that operating point. The slope of the input-output curve in that small region does not change significantly, leading to less pessimistic controller design.

An interesting observation we point out in this paper is that unlike the case with absolute delay control, in relative delay control the above argument does not hold. Relative delay control must guarantee that the average delays seen by different classes satisfy a specified proportion. For example, when the control loops are set up as described in Section 3.2.3, the “output” in the input-output curve is the fraction \( \frac{W_i}{W_m} \). The input is the fraction \( \frac{b_i}{b_m} \). In Section 3.1, we derived the input-output formula (Equation 4) for the corresponding queueing delay ratio using queueing theory:

\[
\frac{W_i}{W_m} = \frac{\lambda_i b_m (b_m \mu - \lambda_m)}{\lambda_m b_i (b_i \mu - \lambda_i)}
\]  

(19)

Figure 2, plots this formula, demonstrating how the delay ratio \( \frac{W_i}{W_m} \) (the metric that the system intends to control) is related to the resource allocation ratio \( \frac{b_i}{b_m} \) (the control signal generated in the scheme) for three different request ar-

tival rates. Observe that, unlike with absolute delay control, in this case for the same output delay ratio, the input-output curve does not have a unique slope. Instead, its slope depends on the request arrival rate. Thus, keeping the relative delay around the set point (say, the rectangular area in Figure 2) does not yield a uniquely linearizable system. The controller has to be designed for the worst-case slope which depends on the expected range of request arrival rates. The same observation is found true of the other two relative delay control schemes discussed in this paper.

![Figure 2. Non-linearity of the system](image)

Despite our inability to uniquely linearize the system around the operating point even in the presence of the queueing predictor, this predictor is still very useful in that is does attempt to keep the delay ratio of all classes around the set point. The more accurate the queueing model used in the prediction, the closer the system is to the set point, and the lower is the burden on the feedback controller (i.e., the less relevant is the effect of pessimism in controlled design). In Section 4.3 we prove this predictive mechanism significantly improves the control system performance when large workload changes occur.

## 4 Experimentation

In the previous section, the combined queueing plus feedback frameworks are presented. We now describe how we implemented and evaluated them in an Apache web server to provide relative delay guarantees.

### 4.1 Implementation

We considered server processes as the resource to be controlled and implemented a process allocation mechanism to achieve relative connection delay differentiation. We used an instrumented version of the Apache 1.3.9 [23] server first described in [14]. In this version a new library implements a Connection Manager (including a Monitor, a Queueing Predictor, a Controller, and a Connection Scheduler) to adjust the allocation of server processes among classes of connections. The total capacity \( c \) of the server is the number of server processes created when the system boots up.
$b_i(k)$ represents the number of server processes reserved for class $i$ ($\forall i \in 1, \ldots, N$) at $k^{th}$ sampling instant, which sum up to be $c$. In order to decide the process quota for each class, we implemented the Queueing Predictor and the Controller. According to the resulting process quota, the Connection Scheduler serves as an actuator to allocate certain number of server processes to connections from each class. Monitor is responsible for system measurements.

- **Queueing Predictor**

  System profiling was carried out beforehand to get an approximate value for $\mu$, the service rate per process unit. Using the estimated $\mu$ and average request arrival rates $\lambda_i$ calculated by the Monitor, the Queueing Predictor will produce the new desired values for $b_i$ by solving $N$ equations (7) and (8).

- **Controller**

  For every control loop, an Integral controller is implemented, whose digital form is

  \[ U_i(k) = U_i(k - 1) + g \cdot e_i(k), \quad U_i(0) = 0 \quad (20) \]

  The interpretation of $U_i(k)$ and $e_i(k)$ depends on the control loop formulation

<table>
<thead>
<tr>
<th>Approach</th>
<th>$U_i(k)$</th>
<th>$e_i(k)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$\Delta b_i(k)$</td>
<td>$\frac{c_i}{\sum_{j=1}^{N} c_j} - \frac{W_i(k)}{\sum_{j=1}^{N} W_j(k)}$</td>
</tr>
<tr>
<td>2</td>
<td>$\Delta b_i(k)$</td>
<td>$\frac{1}{N} \sum_{i=1}^{N} \frac{W_i(k)}{c_i} - \frac{1}{c_i} W_i(k)$</td>
</tr>
<tr>
<td>3</td>
<td>$\frac{b_i(k)}{b_{i+1}(k)}$</td>
<td>$\frac{c_{i+1}}{c_i} - \frac{W_{i+1}(k)}{W_i(k)}$</td>
</tr>
</tbody>
</table>

  and their measurements are carried out by the Monitor; $g$ is the design parameter called the controller gain, which we tune based on the worst-case slope of the input-output curve.

- **Connection Scheduler**

  The Connection Scheduler serves as an actuator to control the relative delays of different classes. It adds up the outputs of the Queueing Predictor and the Controller and computes the individual values of process allocation $b_i^\text{adj}(k)$ for each class of clients. The Connection Scheduler listens to the well-known port and accepts every incoming TCP connection request. For each class $i$, the Connection Scheduler maintains a (FIFO) connection queue $Q_i$ and a process counter $R_i$ for enforcing the number of processes to allocate.

4.2 Experimental Setup

All experiments were conducted on a testbed of PC’s connected with 100Mbps Ethernet. Seven machines with a 450MHz AMD K6 processor and 256MB RAM were used. One of them was assigned to run the web server with HTTP 1.1, and the rest to run clients that stress the server with a synthetic workload. We used an enhanced version of Surge (Scalable URL Reference Generator)[6] to generate synthetic web workloads in our experiments. It generated URL requests with a rate independent of the server load while keeping the self-similarity characteristics in the resulting traffic. Client machines were evenly divided into two or three classes. The system goal was to guarantee that the connection delay of different classes to satisfy relation $W_{i1}/W_{i0} = \frac{\tau}{2}$ for two classes case or $W_{i1}/W_{i0} = W_{i2}/W_{i0} = \frac{\tau}{2}$ for three classes case. To test the performance of the system on providing relative delay guarantees, the designed workload configurations differed in the relative workload volume between classes. The justification for such experiment configurations is that the relative change of the class workloads produces the biggest disturbance to the system performance, the relative delay. Four workload configurations were designed for the two classes case. For the first one, the average request arrival rates of the two classes didn’t change dramatically and were around 75 requests per second (Figure 3-a). For the remaining configurations, numbered 2, 3, and 4, the user population of each class changes in every 300, 130 and 70 seconds respectively, with increasing frequency. The corresponding request arrival rates are shown in Figure 3-b,c,d. The workload configurations for the three classes case were similarly designed.

4.3 Experimental Results

4.3.1 Two Classes Case

In the first set of experiments, we compared the performance of the three different implementations of the combined framework. We carried out the experiments with the four different workload configurations described. We used the average absolute difference between the measured and desired delay ratio $|E(k)|$ (Equation 2) as a measure of performance. The smaller the average difference, the better the system performance. We calculated the average $|E(k)|$ using the data collected in the middle of the experiments, when the system had been warmed up by the incoming workloads. The results are shown in Figure 4. From this figure, it can be seen that the scheme in Section 3.2.3 gives the best performance of all configurations. This could have been expected because approach 1 (Section 3.2.1) results in a non-linear control loop, and approach 2 (Section 3.2.2) has a variable set point which makes linear control more difficult if the system exhibits any internal non-linearities.
Hence, we believe that the superior performance of the scheme in Section 3.2.3 is an artifact of using linear controllers in our experimental study. If nonlinear controllers are used, the relative performance of the three schemes remains an open issue. This issue, however, is outside the scope of this paper. The rest of the evaluation section is concerned only with the best-performing scheme.

In order to evaluate the combined system performance, we compare its performance to that of the controller alone and the queueing predictor alone for the mentioned workload configurations. Experimental results show that the queueing predictor is useful in catching the traffic volume changes and improves the system performance when combined with the controller. As an illustration, Figure 5 shows the results for workload configurations numbered 1, 2, and 3. Note from Figure 5-a that the performance of the combined system does not beat that of the controller alone when the traffic volume is stable. It indicates that feedback control of web server delay performs well when the workload does not change significantly. If that is the case, there is no need for a queueing predictor.

However, dramatic workload changes are very common in web servers. Performance results in Figure 5-b,c indicate that the controller cannot handle more rapid workload changes well. Without the help of the queueing predictor, big performance deviations are observed from the desired delay ratio when the request rates change. In contrast, with the queueing predictor integrated, the combined system responds to traffic changes more rapidly, thus reducing the performance deviation.

Figure 5 also shows that the predictor alone does not let the system converge to the target delay, which is caused by inaccurate assumptions made by the predictor about the probability distributions of the workload. The feedback controller in the combined architecture demonstrates its usefulness in correcting this deficiency.

The average measured deviations of the compared systems from the desired ratio are summarized in Figure 6, which indicates the controller alone degrades much faster than the combined system when traffic changes increase.

To show how system performance is affected by the choice of sampling interval, we carried out a series of experiments using the workload configuration No. 3. We calculated the average $|E(k)|$ using the data collected during 1360 seconds in the middle of the experiments. As shown in Figure 7, the choice of sampling interval leads to significantly different average deviation from the target. The difference is caused by the fact that we are controlling a probability, instead of an instantly measurable quantity such as temperature or pressure. Since probability itself is not directly measurable, the sensor can only estimate it by averaging over large periods. Therefore, if we choose very short sampling intervals, the system performs poorly. As we increase the sampling interval, system performance improves. However, increasing of the sampling interval beyond some point will make the system less responsive causing performance to degrade again. Hence, there is one optimal choice of sampling interval where the system performs best. The analytic derivation of this optimal is an interesting research problem. Observe that Figure 7 shows that the combined system always performs better than the controller only one.
a) Workload Configuration No. 1.

b) Workload Configuration No. 2.

c) Workload Configuration No. 3.

Figure 5. Performance results with different workload configurations

which further demonstrates that the queueing predictor is helpful in improving the system performance.

4.3.2 Three Classes Case

We also carried out experiments with three classes of clients. The experimental setup was similar to the two classes case and was described in Section 4.2. As an illustration, one of the experiment configurations and resulted average deviations is shown in Figure 8, which indicates that the combined system performs much better when the workload volumes change dramatically for the three classes.

5 Conclusions

In this paper, we experimentally investigated the benefits of combining a queueing-theoretic predictor with a feedback control architecture in the context of achieving relative delay guarantees in high-performance servers. Our experimental prototype featured an Apache web server running the HTTP 1.1 protocol, which are presently the most prevalent web server and protocol on the Internet. Empirical evidence shows that significant performance improvement can be achieved in the combined scheme when workload changes (for instance, traffic spikes) exist and for all sampling interval choices. Multiple variants were investigated for the combined architecture. It was shown that the best is to use a single controller per class-pair as described in Section 3.2.3. We attribute this observation to 1) its symmetric formulation of the relative delay differentiation problem; and 2) the high correlation between the ratio of resource allocation and the delay ratio, compared to the correlation between an individual resource share and the relative delay ratio.
The paper did not address several important issues. For example, the derivation of the optimal sampling time in a combined queueing and control formulation is of significant interest. Other interesting directions include the extension of this scheme to a multi-resource architecture modeled by a queueing network. Finally, other predictive approaches could be explored. Of particular interest may be to explore the trend prediction techniques used to predict financial markets. This is currently an avenue for the authors’ future work.
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