ABSTRACT
Configurable software lets users customize applications in many ways, and is becoming increasingly prevalent. Researchers have been creating techniques for testing configurable software, but to date, only a little research has addressed the problems of regression testing configurable systems as they evolve. Whereas problems such as selective retesting and test prioritization at the test case level have been extensively researched, these problems have rarely been considered at the configuration level. In this paper we address the problem of providing configuration-aware regression testing for evolving software systems. We use combinatorial interaction testing techniques to model and generate configuration samples for use in regression testing. We conduct an empirical study on a non-trivial evolving software system to measure the impact of changes in configurations on testing effectiveness, and to compare the effectiveness of different configuration prioritization techniques on early fault detection. Our results show that configurations can have a large impact on fault detection and that prioritization of configurations can be effective.

1. INTRODUCTION
User configurable software — software that can be customized through a set of options by the user — is becoming increasingly prevalent. A single user configurable software application can often be instantiated in an enormous number of ways. From a testing perspective, each configuration may appear largely similar, but the underlying execution of code for the same set of test cases may differ widely across configurations [10]. This increases the burden on software engineers, who must consider not just which inputs to utilize in testing, but also which configurations.

The impact of configurability can be particularly large in the context of regression testing, which is performed each time a system is modified and is often resource limited [2, 3, 19, 22]. To date, most regression testing research has treated software systems as if they possessed single homogeneous configurations. A primary focus has been on techniques for reducing test suite size (regression test selection) (e.g., [6, 23, 26, 27]) or on ordering test cases (test case prioritization) (e.g., [13, 29, 32]). None of this research, however, has explicitly considered issues involving configurations.

We term the collection of all possible instantiations that comprise the configuration space for a software system the configuration definition layer (CDL) for that system. The CDL sits on top of the normal set of inputs to the system and therefore magnifies by a multiplicative factor the already large set of inputs needed for testing. Arguably, all possible settings of the CDL should be tested with each applicable input, but in practice this is infeasible. Alternatively, a sampling technique could be used to somehow “cover” the configuration space, and each input could be utilized on each of the selected configurations.

Recent work suggests that combinatorial interaction testing (CIT) may provide an effective way to sample configurations for testing [15, 18, 33]. Using CIT-based testing approaches, faults occurring under the sampled configurations can be revealed. Most of this prior work, however, has been concerned with the testing of single versions of software systems, rather than the effects that occur when regression testing multiple consecutive versions as a system evolves.

In this paper we address this lack, investigating approaches for configuration-aware regression testing. We quantify the impact of configurability on the effects of regression testing of software, measure the effectiveness of CIT sampling compared to random sampling in regression testing, and examine whether we can improve early fault detection during regression testing through configuration prioritization. To do this we study several versions of the evolving open source text editor Vim. Our results show that the CDL is important, and the choice of configurations for testing can impact the resulting fault finding ability of the regression test suite by as much as 70%. We also show that CIT test suites perform better than random ones based on the same configuration model, and that there is justification for considering configuration prioritization during testing.

The remainder of this paper is organized as follows. The next section provides motivation for and background on CIT and prioritization. Section 3 describes the specific prioritization techniques utilized in our empirical studies. Section 4 presents the study design, and Section 5 presents their results. Section 6 provides further analysis and discussion. Section 7 describes related work and Section 8 concludes.
2. BACKGROUND

In this section we provide background information on combinatorial interaction testing and test case prioritization.

2.1 Combinatorial Interaction Testing

CIT sampling models the inputs or configuration options for a software system (factors) and their associated values and combines these systematically so that all t-way (t > 1) combinations of inputs or options are tested together [7]. Here, t is called the strength of testing, and when t=2, we call this pair-wise testing.

CIT samples are defined by mathematical objects called covering arrays. A covering array, \( CA(N; t, k, v) \), is an \( N \times k \) array on \( v \) symbols with the property that every \( N \times t \) sub-array contains all ordered subsets from \( v \) symbols of size \( t \) at least once [8]. Quite often in software testing the number of values for each factor is not the same. Therefore, we use the following expanded definition (often called a mixed level covering array) that uses a vector of \( v \) for the factors.

A covering array, \( CA(N; t, k, (v_1, v_2, \ldots, v_k)) \), is an \( N \times k \) array on \( v \) symbols, where \( v = \sum_{i=1}^{k} v_i \), where each column \( i \) \((1 \leq i \leq k)\) contains only elements from a set \( S_i \) of size \( v_i \) and the rows of each \( N \times t \) sub-array cover all \( t \)-tuples of values from the \( t \) columns at least once. We use a short-hand notation to describe these arrays with superscripts to indicate the number of factors with a particular number of values. For example, a covering array with five factors, three of which are binary and two of which have four values, can be written as follows: \( CA(N; 2, 3^2 4^2) \). (We remove the \( k \) since it is implicit.) Covering arrays have been shown to be effective test suites [4, 7, 17, 33].

To model software using CIT sampling we first need to describe the relevant factors and their associated values. One way to do this is with the Test Specification Language (TSL) [24], a specification-based method for defining the combinations of factors influencing program behavior that should be tested together. TSL partitions the system inputs into parameters and environment factors and within these into categories. For each category, a set of choices is defined based on equivalence classes.

Though TSL was created to define combinations of program parameters and environment factors, it is not limited to this. TSL can also be used to define factors for covering arrays from system configurations, each of which is considered a category. Each of the choices in the categories becomes a value in CIT terminology.

In TSL, the large combinatorial space formed by considering all combinations of categories and choices is reduced through two approaches. The first approach sets specific choices as single or error, meaning that these are tested alone. The second approach adds properties to particular choices and defines constraints that relate other choices to these properties. These approaches can significantly reduce the final set of combinations associated with a TSL specification. In TSL all possible combinations are then generated given the set of specified constraints. CIT techniques do not directly use these methods, but rather reduce the combinatorial space by systematically testing only t-way combinations. It is possible, however, to add single test cases to the CIT test suite and to consider constraints if certain combinations are illegal [7, 9].

Figure 1 shows an example of a partial TSL definition (without any single or error notations, or constraints) for the text editor Vim, and an applicable pair-wise test suite. The shaded boxes are all 2-way combinations with the value “set et” for factor expandtab.

\begin{figure}[h]
\centering
\begin{tabular}{|c|c|c|c|}
\hline
Properties & expandtab & smarttab & tabstop & textwidth \\
\hline
set et & set sta & 8 & 78 \\
set sta & set noet & 1 & 78 \\
set et & set noet & 1 & 2 \\
set noet & set sta & 1 & 0 \\
set et & set noet & 8 & 2 \\
set et & set noet & 8 & 0 \\
\hline
\end{tabular}
\caption{A CIT Test Suite Defined using TSL}
\end{figure}

2.2 Test Case Prioritization

Commonly, test case prioritization is used in regression testing, at the test suite level, with the goal of detecting faults as early as possible in the regression testing process, given a test suite inherited from previous versions of the system. There are many techniques (e.g., [14, 20, 28, 30]) for prioritizing test cases based on various forms of information such as statement coverage, function coverage and fault finding probability.

Just as test cases can be prioritized, so can configurations, the motivation in this case being to order the configurations to be tested in a manner that helps meet testing objectives (e.g., fault detection) earlier. To our knowledge this idea has not yet been systematically explored. Bryce and Colbourn [5] present an algorithm to prioritize CIT test suites, but theirs is a general algorithm that may or may not apply to configurable software. Moreover, their approach does not address a key aspect of prioritization, namely, how to weight the various elements that drive prioritization on real software systems.

In [25], we examined prioritization of CIT test suites and developed several ways to control the prioritization through weightings. We used methods that leverage code coverage from prior releases, as well as one that is specification based. Additionally, we observed that Bryce and Colbourn’s prioritization technique is a combined generation and prioritization technique, rather than pure prioritization, because it does not simply re-order existing tests, but rather, regenerates them each time. We modified the algorithm to perform pure prioritization and compared the two approaches. Our results show that all prioritized test suites detected faults earlier than unordered ones. Since our configurations were generated by CIT techniques, these techniques can also be applied to prioritize configurations.

3. PRIORITIZING CONFIGURATIONS

Prior work on test case prioritization has focused primarily on ordering test cases. Our work is fundamentally different from this in that we are prioritizing configurations over a fixed set of test cases; we leave prioritization of the test cases as an additional and orthogonal challenge. Since our configuration model is based on combinations of configuration options, we need techniques that leverage information about the importance of interactions between options.
We prioritize CIT test suites for regression testing. We can modify that strategy to work on configurations.

We use Bryce and Colbourn’s algorithm [5] to generate prioritized test suites. The CIT test suites generated are a special kind of covering array called a biased covering array. The algorithm uses the interaction benefit or importance of individual factors and values to determine the final configuration order. The algorithm (see [5] for details) begins by computing a total interaction benefit for each factor. The factors are sorted in decreasing order of interaction benefit and then filled as follows. First, the individual interaction benefit for each of the factor’s values is computed. This selects the value of the factor that has the greatest interaction benefit. After all factors have been fixed, a single test has been created, and the benefits for factors are recomputed and the process starts again. The algorithm is complete when all pairs have been covered.

This type of prioritization is really a regeneration technique; it generates a new CIT sample for each new version. In [25] we extended the concept of interaction benefit to apply to previously generated test suites as a basis of prioritization. In this paper, we refer to the first technique as regeneration and the second as pure prioritization. Figure 2 shows the high-level approach for our techniques. First we calculate weights of importance from either the previous version (when using code or fault based prioritization) or current version, and then we use that to either regenerate or prioritize the current set of configurations.

One requirement for using interaction benefit to drive prioritization is that we need to assign weights of importance to each factor and value in the CIT model. In [25] we used block coverage from the prior version to weight the values of the model. In this technique, once we decide which test cases contributed the most to finding faults we calculated the occurrence of individual values in those test cases and gave them the highest weights. We take a similar approach at the configuration level.

Let \( F \) be an \( f \times t \) matrix, where \( f \) is the number of unique faults in the program and \( t \) is the number of test cases in the test suite. If cell \((i, j)\) in \( F \) contains a 1, this means that test case \( j \) detected fault \( i \).

Figure 3 shows examples of a block matrix and two fault matrices, \( F_1 \) and \( F_2 \). In this example, there are four faults, three blocks and five test cases.

![Figure 2: Prioritization/Regeneration Process](image)

![Figure 3: Block and Fault Matrices](image)

We use these block and fault matrices to define and calculate two metrics: block coverage and fault coverage. We include two additional related metrics explained here and used later in our experimentation.

**Block Coverage (BC)**

BC measures the percentage of blocks covered by a given test suite. For each row \( i \) of block matrix \( B \), \( block\_count_i = 1 \) if at least one cell in \( i \) contains a 1 (i.e. at least one test covers this block) and 0 otherwise. Then:

\[
BC = \frac{\sum_{i=1}^{n} block\_count_i}{b} \times 100
\]

In Figure 3, the BC for matrix \( B_1 = 66.7\% \).

**Fault Coverage (FC)**

FC measures the percentage of faults found by a given test suite. For each row \( i \) of fault matrix \( F \), \( fault\_count_i = 1 \) if at least one cell in \( i \) contains a 1 (i.e. at least one test detects this fault) and 0 otherwise. Then:

\[
FC = \frac{\sum_{i=1}^{f} fault\_count_i}{f} \times 100
\]

Matrices \( F_1 \) and \( F_2 \) of Figure 3 have FC values of 50% and 75%, respectively.

**Coverage Across Faults (CAF)**

CAF compares a pair of fault matrices, \( F_1 \) and \( F_2 \), and measures the percentage of rows that differ between them. Intuitively it tells us how much variance there is within the test suite for detection of faults by individual test cases between configurations. If rows \( F_1 \_i \) and \( F_2 \_i \) have at least one cell \((i, j)\) that differs, \( diff\_F = F_1 \_i \_count_i - 1 \). Then:

\[
CAF = \frac{\sum_{i=1}^{f} diff\_F \_count_i}{f} \times 100
\]

The CAF value for matrices \( F_1 \) and \( F_2 \) in Figure 3 is 50%.

3.1 Metrics for Fault and Block Coverage

In [10] we developed a set of metrics for measuring the changes in a test suite’s fault detection behavior across different configurations. These metrics were derived from metrics developed by Elbaum et al. for code coverage [12]. We begin with a block matrix \( B \) and a fault matrix \( F \). Let \( B \) be a \( b \times t \) matrix, where \( b \) is the number of unique blocks in the program and \( t \) is the number of test cases in the test suite. If cell \((i, j)\) in \( B \) contains a 1, this means that test case \( j \) traversed (executed the code in) block \( i \), otherwise the cell contains 0.

In a configurable system our model is at a higher level of abstraction than the test suite/test case level, so we first need some metrics that can help us assess how important an individual configuration is. We describe these next.
In our study, CAF is calculated for all \( \binom{n}{2} \) pairs of configurations where \( n \) is the number of configurations in our sample.

**Coverage Across Tests (CAT)**

CAT also compares two fault matrices, \( F_1 \) and \( F_2 \), and measures the percentage of columns that differ between them. This metric tells us how much individual test cases vary between configurations with respect to fault detection. If columns \( F_i \) and \( F_j \) have at least one cell \((j, i)\) that differs, \(\text{diff}_i = 1\). Then:

\[
\text{CAT} = \frac{\sum_{i=1}^{n} \text{diff}_i \times F_{\text{count}}_i}{n} \times 100.
\]

The CAT value for matrices \( F_1 \) and \( F_2 \) in Figure 3 is 40%. In our study we examine all \( \binom{n}{2} \) pairs of configurations when using this metric.

### 3.2 Computing the Interaction Benefit

Given block and fault matrices as just described, we use a weighting scheme that relates these metrics to our configuration model. Initially we have one block and one fault matrix for each configuration. We first aggregate these into configuration matrices. Figure 3 shows how we combine two matrices into a single configuration matrix (we show this for two fault matrices but the same can be done with block matrices). The rows of the matrix are still faults (or blocks), but the columns are now configurations. A 1 in a cell means that at least one test case for that configuration found the fault (or covered the block for a block matrix). We use this matrix to determine the FC or BC for each configuration, and compare configurations, by summing the columns. In this example C2 has higher fault coverage than C1.

### 3.3 Specification Based Weightings

There may be instances where we do not have prior code coverage, but want to prioritize based on the current system specifications. To account for such a situation, we used a specification based approach for prioritizing CIT test cases for regression testing. Since we define our configuration model using TSL, we can use this for weighting as well.

In TSL based prioritization we have the advantage of not requiring a prior version; instead we can rely on our existing version of the software to produce information to drive the prioritization.

Our technique for setting weights works as follows. For each category in the TSL specification we examine that category’s possible choices. In the case of binary choices, where one option turns a feature on and one turns it off, we set the ON option to a weight of 0.9 and the OFF option to 0.1. Our intuition is that the ON option will cause more code to be executed.

In cases where we have multiple choices for a category, we use a greater number of features or higher complexity of the choice as a proxy for higher code coverage. For instance in the subject Vim that we use in our studies described later, we have a category called `laststatus` which determines when the last window will contain a status line.

There are three options: `never`, `only when 2 windows` and `always`. We assign the highest importance (0.5) to the last option, a medium importance to the second (0.3), and the smallest importance (0.1) to the first. The absolute values used in the prioritization algorithm are less important than the relative values, therefore we have chosen these to reflect a relative importance and have not fine tuned them to specific values. We realize that different heuristics and different absolute values may impact the quality of this method. We leave investigation of this for future work.

### 3.4 Pure Prioritization

For this method, we use a greedy approach to order the configurations. We can use any of the weighting schemes above. We repeatedly calculate the interaction benefit for each configuration (this differs from [5] because their regeneration algorithm calculates benefit only for the factors and values). We calculate this by summing the product of each pair of weights for the configuration. We select (using randomness to break ties) the configuration that has the highest interaction benefit. We continue this process until we have ordered all of the configurations.
4. EMPIRICAL STUDIES

We have designed a set of empirical studies to investigate the impact that the CDL has on regression testing, to measure the applicability of using CIT as a sampling mechanism, and to assess the effectiveness of prioritization. Our studies are designed to answer the following research questions:

RQ1: What is the effect of changing configurations on the outcome of regression testing across consecutive versions of a program?

RQ2: Is CIT an effective method for sampling configurations for testing?

RQ3: Can we improve fault detection effectiveness, when resources are constrained, through prioritization of configurations?

The rest of this section describes our objects of analysis, our independent and dependent variables, our methodology, and threats to validity. Subsequent sections present and analyze results.

4.1 Objects of Analysis

As an object of analysis we selected Vim, an open source, multi-platform text editor extended from vi written in C [21]. The object was obtained as a pre-release from the Software Infrastructure Repository (SIR) [11] and is augmented with a test suite containing 975 test cases, organized into groups by functionality, and hand seeded faults. We selected this object because it is highly configurable, has a non-trivial code base and has both a default configuration and a test suite that was not developed for this study. This helps to reduce the potential sources of bias for our results.

We conduct our experiments on a set of consecutive versions of Vim, which represents six releases of the software (version 2-7 from SIR). This corresponds to the versions 5.3-5.8, developed during a three year window from 1998-2001.

Table 1 provides basic information on our object of analysis, including the number of basic blocks in system versions as calculated by gcov[16], the number of source lines of code calculated by sloc, and the number of methods changed or added between versions. The number of faults in each version is also shown. Since relatively few faults (2-4) were seeded in any single version, we added 10 additional faults in each, through the use of a mutation testing tool [1]. To avoid bias, we generated all possible mutations for each version and then randomly selected (with replacement) 10 modules for mutation, in which at least one method had been changed between versions. Within each of these 10 modules a mutation from within the changed methods was randomly selected and added to our object.

### Table 1: Experimental Object

<table>
<thead>
<tr>
<th>Version</th>
<th># blocks</th>
<th>loc</th>
<th># changed methods</th>
<th>Faults hand+mut</th>
</tr>
</thead>
<tbody>
<tr>
<td>v2</td>
<td>26,081</td>
<td>87,442</td>
<td>664</td>
<td>3+10</td>
</tr>
<tr>
<td>v3</td>
<td>30,217</td>
<td>105,225</td>
<td>830</td>
<td>3+10</td>
</tr>
<tr>
<td>v4</td>
<td>30,426</td>
<td>105,890</td>
<td>323</td>
<td>3+10</td>
</tr>
<tr>
<td>v5</td>
<td>30,553</td>
<td>106,391</td>
<td>317</td>
<td>4+10</td>
</tr>
<tr>
<td>v6</td>
<td>30,744</td>
<td>107,392</td>
<td>324</td>
<td>2+10</td>
</tr>
<tr>
<td>v7</td>
<td>30,764</td>
<td>105,944</td>
<td>311</td>
<td>3+10</td>
</tr>
</tbody>
</table>

Vim has a user configuration file .vimrc that controls a set of from 146 to 187 user configurable options for the different versions of the software. We used the online documentation found at [21] along with the -setall option within the software to list and model the system’s configuration space, using TSL to specify the configuration options. The original vim test suite from SIR was designed to be run with a single default configuration. In each version there were some configuration options that either did not allow certain test cases in the original suite to run (for instance an option that turns on interactive mode will not work because our test cases run in batch mode), or that we deemed to have little effect on the software under test such as modifying a path location for a specific directory; we ignored these options. In total we modeled 90 options in version 2, 93 options for version 3, 4, 6, and 7, and a CA(60;2, 2*5*3*4*6*10) array for version 5. Note that in version 5 there was a significant decrease in the configurable option space which reduced our model for this version.

Next we used the TSL definition (following the process reported in [25]) to generate a CIT configuration sample for each version. Due to the size of the configuration space and time required for testing we used a strength 2 (or pair-wise) CIT sample. We used a CA(60;2, 2*5*3*4*6*10) array for version 2, a CA(60;2, 2*5*3*4*6*10) array for version 3, 4, 6, and version 7, and a CA(60;2, 2*5*3*4*6*10) array for version 5. Note that each sample created has 60 configurations. We used a simulated annealing algorithm [8] to generate the samples. The configurations were then mapped to the .vimrc file for manipulation during experimentation. In addition to the covering array samples we generated a comparison sample of the same size for each model consisting of 60 random configurations.

4.2 Independent Variables

Our independent variables for RQ1 and part of RQ2 are the individual configurations in our covering array samples or random samples generated without replacement from all possible configurations of the TSL model. We refer to the original unprioritized covering arrays as ca and refer to the sample of 60 random configurations as rand.

To answer part of RQ2, and for RQ3, we use the prioritization techniques described in Section 3 as well. We refer to these techniques in terms of both the weighting technique and whether or not the array was prioritized or regenerated: pure-BC and regen-BC for block coverage weighting, pure-FC and regen-FC for fault-coverage weighting. The last two techniques, pure-TSL and regen-TSL, reflect the weighting scheme that uses only the TSL to determine interaction benefit.

4.3 Dependent Variables

To address RQ1 and RQ2 we measure block coverage (BC), fault coverage (FC), coverage across faults (CAF) and coverage across tests (CAT) as described in Section 3.

For RQ2 we also compare the minimal number of configurations in an unordered sample needed to detect the same number of faults detected by all configurations in that sample (NCF).

Finally, to address RQ3, we examine the Normalized Percentage of Faults Detected (NAPFD) which was first described in [25]. In prior work [14, 28], a metric that has been...
4.4 Study Methodology

For our first set of experiments we run the entire test suite on each configuration without any faults, letting outputs serve as the oracle, and then we run on each fault individually and measure fault detection, to alleviate the potential masking of one fault by another. For each model, we run each set of experiments under each configuration as is defined by the covering array or random array, as well as the default configuration (not created by us) from SIR. We collect block coverage on the fault free version using gcov.

For all of our prioritization experiments, that use weights based on block coverage and fault detection ability, we use program $P−1$ to prioritize configurations for program $P$, but for the TSL based weighting we use data on the current version, $P_t$ as the source for prioritization information. When collecting data on the unordered CIT or random samples for NCF and for the unordered prioritization results, instead of using a single number we randomly select 50 orders for the sample and use the average of the results, to reduce sources of bias in the generation process.

4.5 Threats to Validity

Empirical studies are subject to threats to validity. We have attempted to reduce these through our experiment design, however, we outline the major threats here. With respect to external validity (or the difficulty of generalizing to other objects), we have examined only one software system, written in C, and results obtained with other systems may not match these. Similarly, we have utilized only one unconstrained TSL definition. With respect to internal validity (the possibility that factors other than variance in our independent variable is responsible for our results) our greatest concern is problems with our instrumentation, and thus we have manually cross-validated our analysis programs on small examples and manually validated random selections from the real results. With respect to construct validity (the validity of measures), there may be other metrics that are more accurate in measuring the cost-benefits of regression testing techniques.

5. RESULTS

We now analyze the results of our study with respect to our three research questions.

5.1 RQ1: The Effect of Configurations on Regression Testing

To address RQ1 we examine the fault detection ability and code coverage of test suites under different configurations across the sequence of Vim versions, by measuring the FC and BC data values for each configuration. Figures 5 and 6 provide box plots for FC and BC across all versions of Vim. Additionally, Figure 7 provides similar data but shows the actual number of faults found in each sample. Table 3 shows the detailed FC data. In Figure 5 the dot on each box plot is the FC value for the default configuration provided from SIR. In most versions the default configuration has a level of performance well below that of the best configuration. For all versions, the FC values range from about 30% to 100%, representing a range of almost 10 faults, although the BC values are fairly constant.

Table 2: Test Order: $T_3, T_5, T_2, T_4, T_1$

<table>
<thead>
<tr>
<th>$T_1$</th>
<th>$T_2$</th>
<th>$T_3$</th>
<th>$T_4$</th>
<th>$T_5$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$F_1$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$F_2$</td>
<td>$x$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$F_3$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$F_4$</td>
<td></td>
<td></td>
<td>$x$</td>
<td></td>
</tr>
<tr>
<td>$F_5$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$F_6$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$F_7$</td>
<td>$x$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$F_8$</td>
<td>$x$</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2: Test Order: $T_3, T_5, T_2, T_4, T_1$

4.4 Study Methodology

For our first set of experiments we run the entire test suite on each configuration without any faults, letting outputs serve as the oracle, and then we run on each fault individually and measure fault detection, to alleviate the potential masking of one fault by another. For each model, we run each set of experiments under each configuration as is defined by the covering array or random array, as well as the default configuration (not created by us) from SIR. We collect block coverage on the fault free version using gcov.

For all of our prioritization experiments, that use weights based on block coverage and fault detection ability, we use program $P−1$ to prioritize configurations for program $P$, but for the TSL based weighting we use data on the current version, $P_t$ as the source for prioritization information. When collecting data on the unordered CIT or random samples for NCF and for the unordered prioritization results, instead of using a single number we randomly select 50 orders for the sample and use the average of the results, to reduce sources of bias in the generation process.

4.5 Threats to Validity

Empirical studies are subject to threats to validity. We have attempted to reduce these through our experiment design, however, we outline the major threats here. With respect to external validity (or the difficulty of generalizing to other objects), we have examined only one software system, written in C, and results obtained with other systems may not match these. Similarly, we have utilized only one unconstrained TSL definition. With respect to internal validity (the possibility that factors other than variance in our independent variable is responsible for our results) our greatest concern is problems with our instrumentation, and thus we have manually cross-validated our analysis programs on small examples and manually validated random selections from the real results. With respect to construct validity (the validity of measures), there may be other metrics that are more accurate in measuring the cost-benefits of regression testing techniques.

5. RESULTS

We now analyze the results of our study with respect to our three research questions.

5.1 RQ1: The Effect of Configurations on Regression Testing

To address RQ1 we examine the fault detection ability and code coverage of test suites under different configurations across the sequence of Vim versions, by measuring the FC and BC data values for each configuration. Figures 5 and 6 provide box plots for FC and BC across all versions of Vim. Additionally, Figure 7 provides similar data but shows the actual number of faults found in each sample. Table 3 shows the detailed FC data. In Figure 5 the dot on each box plot is the FC value for the default configuration provided from SIR. In most versions the default configuration has a level of performance well below that of the best configuration. For all versions, the FC values range from about 30% to 100%, representing a range of almost 10 faults, although the BC values are fairly constant.

Table 2: Test Order: $T_3, T_5, T_2, T_4, T_1$

<table>
<thead>
<tr>
<th>$T_1$</th>
<th>$T_2$</th>
<th>$T_3$</th>
<th>$T_4$</th>
<th>$T_5$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$F_1$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$F_2$</td>
<td>$x$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$F_3$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$F_4$</td>
<td></td>
<td></td>
<td>$x$</td>
<td></td>
</tr>
<tr>
<td>$F_5$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$F_6$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$F_7$</td>
<td>$x$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$F_8$</td>
<td>$x$</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2: Test Order: $T_3, T_5, T_2, T_4, T_1$

4.4 Study Methodology

For our first set of experiments we run the entire test suite on each configuration without any faults, letting outputs serve as the oracle, and then we run on each fault individually and measure fault detection, to alleviate the potential masking of one fault by another. For each model, we run each set of experiments under each configuration as is defined by the covering array or random array, as well as the default configuration (not created by us) from SIR. We collect block coverage on the fault free version using gcov.

For all of our prioritization experiments, that use weights based on block coverage and fault detection ability, we use program $P−1$ to prioritize configurations for program $P$, but for the TSL based weighting we use data on the current version, $P_t$ as the source for prioritization information. When collecting data on the unordered CIT or random samples for NCF and for the unordered prioritization results, instead of using a single number we randomly select 50 orders for the sample and use the average of the results, to reduce sources of bias in the generation process.
Our results bring us to the conclusion that the CDL plays an important role in fault detection on this system, and which configuration is tested greatly impacts the result of regression testing. There are large differences in fault detection at the test suite level of granularity, although there are only small differences in block coverage. We see the greatest fault detection variation at the test suite level of granularity.

5.2 RQ2: Effectiveness of CIT for Testing Configurations

To examine our second research question, we first compare fault detection abilities between two sets of configurations: our CIT sample and a randomly generated sample of the same size based on the same TSL model.

Both of these samples detect all seeded faults when all configurations are tested cumulatively. However, there are some differences in the distribution of fault finding effectiveness abilities for individual configurations. Figure 10 provides a box plot comparison of the two sets of configurations. We can see that the CIT sample seems to be distributed more towards the higher fault finding end.

We examined this further by finding the number of configurations needed to detect all faults within each sample if we were to just run each sample in an unprioritized order (NCF). The box plot in Figure 11 shows 50 randomly selected orders for each sample. We show this for all versions.

We also applied the Wilcoxon two sample test on each version, with an α level of 0.05, to examine whether there is significant difference between these two groups (see Table 6). Our data shows a significant difference.
We can come to only a weak conclusion on this research question. CIT appears to be effective, but additional studies are needed to validate this. Based on this set of experiments, CIT clearly has some benefit and slightly outperforms the random sample. The results of fault detection using CIT generated configurations show that in most cases, the median fault finding ability of the CIT sample is similar to or higher than that of the default SIR configuration with respect to the number of faults detected. Half of the CIT configurations detect more faults than the default SIR configuration. Though the cumulative fault finding effectiveness of the random sample is the same as that of the CIT sample, individually the CIT configurations appear to have slightly better fault detection capabilities.

### 5.3 RQ3: The Effectiveness of Prioritization

RQ3 examines whether prioritized CIT configurations yield faster fault detection than unprioritized ones.

We provide the NAPFD values for all of the prioritization techniques we considered in Table 7. To simulate a resource-constrained testing environment, we selected budgets of configurations in increments of five configurations for analysis. We calculated the NAPFD for each method at each budget level. After the 15th configuration, all faults are found in all versions, so the NAPFD stabilizes and is very close to the full budget of 60; thus, we do not show the data for increments in between. For all versions except version 5, the prioritized and regenerated configurations exhibit better NAPFD values than unordered CIT configurations, although the difference decreases as we run more samples in the configuration. We see very little difference between the different weighting schemes for pure prioritization. The regenerated samples, however, always seem to always provide the highest NAPFD values.

Our results suggest that both prioritized and regenerated configurations detect faults earlier than unordered configurations and that the regeneration techniques work better for early fault detection in our subjects. Which technique is used seems less important than whether we used pure prioritization or regeneration. The improvements in early fault detection by prioritization are not remarkable though; unordered configurations already exhibit a strong ability to detect faults early.

### 6. DISCUSSION AND FURTHER ANALYSIS

In this section, we provide additional discussion and analysis of the results just described. We also analyze some specific faults in detail to help further explain the results.

#### 6.1 Configuration Dependent Faults

Inspecting our results and data further, it is apparent that some faults are found by every configuration while other faults are found by only some. To better understand this trend we plotted the faults for two versions of vim to show their distribution across configurations. Figure 12 shows the data for versions 4 and 6. On the y-axis we number the configurations and on the x-axis we list the individual faults. The size of the dots represents the number of test cases that detected a specific fault. The graphs show, for instance, that Faults 1, 2, 11 and 12 in version 4 are found during testing in all configurations. However, while Fault 12 seems very evenly handled across configurations, Fault 1 exhibits some variation. Other faults such as Fault 7 in version 4 are found with great frequency in some configurations but completely missed in others. We call the first type of fault a configuration-independent fault and the second type a configuration-dependent fault.

Note that there may be two definitions of configuration-independence, one at the test suite level and one at the test case level. It is possible for all configurations to find the same fault with at least one test case, but the actual test...
cases which find these may differ. This has implications for test case selection, since it implies that different test subsets may behave differently even when full test suites do not.

All of the configuration-independent faults found in our subject are of the first type; they are test suite configuration-independent. Although they are found under all configurations, they all vary by configuration as to which test cases detect them.

We next examine some specific faults to understand what makes them independent or dependent. Fault 11 in version 4, located in a routine named window.c, is a configuration independent fault. The faulty code incorrectly tests to see if a buffer is NULL. The code is called unconditionally, and its execution status has nothing to do with any options that can be tuned by users. The test case that detects this fault under each configuration belongs to those that test program startup behavior, and thus it is run in each configuration.

Fault 7 in version 4 is configuration dependent; in fact, this fault plays a large role in the unusual fluctuation of the CAT metric for this version. This fault is located in a function named my_sync() in file memfile.c. This function is used to synchronize output of changed parts of the memory file to disk. Fault 7 is a particularly easy fault to find when its enclosing function is executed because it does not occur inside of any conditional statements. Thus, we analyzed the functions that call mf_sync() and found that they are all called under certain conditions, controlled by the parameters p_UC or b_may_swap which relate back to our TSL.
model. The first parameter is associated with the number of synchronized characters, which is set by the configurable option updatecount, and the latter decides whether or not a swap file can be opened, which is turned on/off by another user configurable option called swapfile. In other words, if a swap file is not permitted by set updatecount=0 and set noswf, then mf_sync() will never be executed and the fault will not be detected.

Now consider the alternative case where updatecount>0. The function ml_open_file(), which also calls mf_sync(), is called by another function, set Bool_option(). The set Bool_option() function is executed in any program run, because it is used to set boolean options on startup. Hence, if we ever execute set Bool_option(), we will always execute mf_sync(), the faulty code, and detect the fault. Therefore, it is not surprising that a large proportion of test cases detect this fault when the required configurable options are set.

6.2 Analysis of Data Outliers

There are two places in our data that warrant further examination. First, in version 4 we see an unusual variation in the CAT metric. Second, we see an inverse in the results of NAPFD in version 5 for smaller budgets in the purely prioritized samples. We examine each of these in turn.

In version 4, there is a moderate range of CAF values but a very large range of CAT values. In fact this metric varies from almost 100 down to 6 (see Table 5). We illustrate how this is possible. Suppose we have four test cases, three faults and two configurations as shown in the fault matrices in Table 8. In this case the value of CAT is 1/3 and the value of CAF is 1 and the value of CAT is 1. The difference is caused by Fault 0. None of the test cases detect this fault under configuration 1 but all four test cases detect it under configuration 2. Hence this suggests that if there is a small range of CAF values but a large range of CAT values, there may exist faults that are triggered primarily by configuration options. This explains the phenomenon seen in version 4: Fault 7 is detected by more than 70% of the test cases under some configurations but never detected under others.

Finally we examine the anomaly in prioritization for version 5. As can be seen in Table 7, this version has lower NAPFD values than the unordered samples; but we see this only for the purely prioritized sample, not for the regenerated one. Between version 4 and version 5 a large number of options were deleted from the model (this was based on documentation of the tool). Since we use version 4 to prioritize version 5 for the purely prioritized sample, not for the regenerated version, there should be some anomalies across all configurations.

Finally, we examine the effectiveness of CIT in sampling the configuration space. We weakly conclude that it is effective, but this needs to be validated through a more complete study. Finally, we have evaluated several techniques for CIT configuration prioritization. Our results suggest that both prioritized and regenerated configurations may detect faults earlier than unordered configurations and that the regeneration based techniques outperform the pure prioritization ones.

In future work we intend to examine additional configurable systems and apply these techniques. We are examining additional heuristics to be used for prioritization and examining the differences and random CIT samples more thoroughly. We are also considering techniques for prioritizing higher strength covering arrays, and grouping homogeneous options for generating covering arrays with variable strength. Finally, we are examining the differences between configuration dependent and independent faults more closely.

7. RELATED WORK

There has been a large body of work on regression testing for both test suite selection (e.g., [6, 23, 26, 27]) and test suite prioritization (e.g., [13, 29, 32]). We do not attempt to list all of it here. Most of this work has focused on the test suite or test case as the object of selection or prioritization. This work differs in that it focuses on prioritizing configurations rather than the test suite. Other work on CIT for testing configurable systems [15, 18, 33] examines the effectiveness of CIT to model configurations for testing, but it looks at fault detection or fault localization only in single versions of a software system and does not try to quantify the impact on the CDL. In [10] we examine the impact of configurations on the CDL, but this is a preliminary study on a single subject for a single version of a web browser. This work does not use prioritization, nor does it leverage CIT. Recent work on prioritization of CIT test suites for evolving systems was performed in [25]. This is closely related in that we have used similar prioritization techniques. However, the object of prioritization in that work is the test suite.

Finally, there has been some work on prioritization algorithms [5] for CIT. An algorithm from that work is used in our own work; however [5] does not present any empirical results of using the algorithm, nor does it provide methods to assign weights to calculate interaction benefits.

8. CONCLUSIONS

In this paper we have presented the results of an empirical study to examine the effects of changing configurations on a user configurable system, Vim, across multiple versions. We see compelling evidence that the CDL plays an important role in fault detection on this software subject. As many as 10 faults might be missed if the “wrong” configurations are omitted from testing. We see the greatest fault detection variation at the test case level which may have implications for regression test selection. Not one of the faults in our study were detected by an equivalent subset of test cases across all configurations.

We have also examined the effectiveness of CIT in sampling the configuration space. We weakly conclude that it is effective, but this needs to be validated through a more complete study. Finally, we have evaluated several techniques for CIT configuration prioritization. Our results suggest that both prioritized and regenerated configurations may detect faults earlier than unordered configurations and that the regeneration based techniques outperform the pure prioritization ones.

In future work we intend to examine additional configurable systems and apply these techniques. We are examining additional heuristics to be used for prioritization and examining the differences between random and CIT samples more thoroughly. We are also considering techniques for prioritizing higher strength covering arrays, and grouping homogeneous options for generating covering arrays with variable strength. Finally, we are examining the differences between configuration dependent and independent faults more closely.
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