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Abstract

Visualization and interpolation naturally go together
and strengthen each other. The paper presents an interpo-
lation method as a pre-processing tool to generate the miss-
ing data to be visualized. The method is applied in elec-
tion prediction, a typical temporal-oriented spatiotemporal
dataset. The experimental results demonstrate the ability of
the methods to accurately predict the presidential election.

1 Introduction

In many applications there is a need to represent numeric
data in a form which has more visual impact [9]. Visual-
ization is a powerful way to facilitate data analysis [14].
For example, visualization tools can help to unveil hidden
patterns and relationships among variables, present abstract
statistical concepts and complicated data structures in a con-
crete manner [23].

While visualization can be highly effective in the recog-
nition of patterns and trends, pool handling of missing data
might lead to misleading data interpretation [5]. There
are numerous sources for missing data, such as broken in-
struments, data-entry errors and data-processing mistakes.
Given the intrinsic collection and presentation influenced
reasons behind missing data, avoiding missing values is
nearly impossible, and the amount of missing data is likely
to increase proportionally with the size of the set [5].

Missing data can be estimated by interpolation methods
based on the sampled values. Interpolation methods have an
increasing presence in advanced scientific databases and are
closely related to visualization techniques [15]. Visualiza-
tion and interpolation strengthen each other. If a good inter-
polation technique suggests itself naturally, then by apply-
ing it first, we can usually get a better visualization. How-
ever, in some cases it is hard to find a good interpolation
function or such a function would be too complex to com-
pute efficiently. In those cases, the visualization can itself
serve as a useful interpolation method, because the human
eye can then see patterns that would be too complex to cap-

ture mathematically. Occasionally, an interpolation tech-
nique may also be detrimental and hide a more naturally
emerging patterns. Therefore, one may also try to gener-
ate visualizations both with and without the use of a pre-
processing interpolation and then see whether the emerging
pattern can be clearer observed in one than in the other. If
the merging pattern is clearer without the interpolation tech-
nique, then that could be an indication that the interpolation
technique may not be appropriate to the current data set.

The spatiotemporal interpolation model developed by
Gao and Revesz is a general interpolation model for spa-
tiotemporal datasets [7]. It could be used as a basic pre-
processing tool to generate the missing data to be visual-
ized. The model works as below. Suppose we need to esti-
mate a missing value in a spatiotemporal dataset. Let Es be
the estimated value using spatial method, Et the estimated
value using temporal method, α the weight of Es, and β the
weight of Et. Then the overall estimation E can be calcu-
lated as follows:

E = α× Es + β × Et (1)

where α + β = 1 and 0 ≤ α, β ≤ 1.

Spatiotemporal datasets can be classified into two cat-
egories: temporal-oriented dataset and spatial-oriented
dataset. In the temporal-oriented dataset the temporal rela-
tionship between the data values is stronger than the spatial
relationship. For example, from common sense we know
that people who vote for Democrat will more likely vote for
Democrat again in the next election. Hence, in the USA
presidential election dataset, the outcomes in one state may
be same for many years, while the outcomes of two neigh-
boring states may be significantly different. In the spatial-
oriented dataset the spatial relationship between the data
values is stronger than the temporal relationship. For ex-
ample, in the climate dataset, the temperature sampled in
one weather station may be very similar to that in a neigh-
boring weather station, but may be very different from the
temperature sampled one day ago. Since election data is a
typical temporal-oriented dataset and what people are most
interested in is who will win in the coming election, instead



of doing an interpolation we apply the interpolation algo-
rithm in predicting the outcome of 2004 USA presidential
election and use it as a pre-processing tool to generate the
missing data to be visualized.

The rest of the paper is structured as follows. Section 2
discusses the current presidential election forecasting mod-
els. Section 3 describes the spatiotemporal interpolation as
the pre-processing tool for visualization in predicting presi-
dential election. Section 4 gives some visualization results.
Finally, Section 5 presents some ideas for future work.

2 Presidential election forecasting models

The modern age of election forecasting began in the late
1970s. Among the earliest presidential forecasting mod-
els were [6, 21, 20, 10]. Most of these models have been
amended, updated and are still used. The core of Fair’s
model [6] is economic conditions and incumbency. It con-
sists of seven variables, three economic (two measures of
per capita GDP growth and one of inflation) and four po-
litical (incumbency, terms in office, party, and war). Sigel-
man’s model [21] analyzes the connection between pres-
idential approval ratings and subsequent election results.
Rosenstone’s model [20] modifies the usual vote by con-
ditions that prevail in a given election such as the econ-
omy, war, incumbency, region, and trends over time. Lewis-
Bech and Rice’s model [10] is a adaptation of Edward
Tufte’s approval rating and economic performance model
to forecast both congressional and presidential elections.
Aramowitz [1] amended this model by appending a “time
for a change” variable (i.e., a penalty if the president’s party
has been in office two or more terms) to it. Forecast pro-
duced by Aramowitz’s model have been consistently ac-
curate. Campbell and Wink [2] built a model using only
two indicators, the trial-heat poll and second quarter GDP
growth in the year of the elections. This model is note-
worthy for its simplicity and accuracy. Chappell [3] devel-
oped a model that predicts the election result in each state
rather than for a whole country. His methods is based on
growth in the national economy, nationwide Gallup Poll re-
sults during the campaign, and each states voting record in
the previous presidential election. Lewis-Beck and Tien’s
model [11] is based on economic growth in the first half of
the election year, July presidential approval ratings, and a
survey indicator of the publics outlook for peace and pros-
perity. Lichtman [13] devised a systems based on patterns
evident in elections since 1860. He identified 13 keys to
the presidential election and predicted the winning presi-
dential candidate based on the number of keys favoring each
party’s candidate. This approach is more analytical and less
number-oriented than the other models.

With the exception of Lichtman’s, nearlly all of the pre-

vious discussed models use multi-variate ordinary least
squares regression, a common statistical method in the so-
cial sciences [8]. This approach enables the forecaster to
identify factors that have influenced past election outcomes
and determine how much weight should be given to each
factor. The appropriate data for the present election are then
inserted into the model to produce a forecast.

All these models are frequently cited for their use in fore-
casting and the accuracy is admirable, however, most of
them share limitations. For example, the choice of factors to
include in the model adds to the uncertainty. The decision
to include one set of variables, such as presidential popular-
ity and growth in GNP, rather than another, such as the rate
of inflation and unemployment, changes the prediction out-
come [8]. Most models are limited by the lack of historical
information on the relationship between political and eco-
nomic fundamentals and elections [8]. Hence we consider
if we can turn the direction into the historical election data
itself and use it as the basis of spatiotemporal interpolations
without a set of variables.

3 Interpolation as a pre-processing tool for
visualization

As stated in Section 1 we do the prediction instead of in-
terpolation in the application of presidential election, since
people is more interested in knowing who will win in the
coming election. Another point is that we need to look back
in order to know how well our interpolation method is work-
ing. We can not say that we have a good forecasting method
for the 2008 presidential elections, because that election is
still two years away. We can certainly do a prediction even
now, but we would have to wait two more years until we
know how good our predictions are. In order to use the in-
terpolation model (i.e., Equation 1) in this specific applica-
tion, we need to choose the spatial and temporal interpola-
tion methods and decide the relationship between the spatial
and temporal weights.

In this study we adopt inverse distance weighting (IDW)
as the basic method, modify and improve it to estimate Es

and Et. We choose IDW because of its ease of use and
low computation charge [4]. And furthermore IDW is a
popular method used in diverse problems such as predict-
ing of rainfall and temperature and mapping of crop spray-
ing [22]. The main assumption of IDW is that values of
locations closer to the unsampled location are more similar
to the value to be estimated than values of locations further
away. IDW interpolations are of the form:

y =
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where λi is the weight for the individual location, and yi

is the variable observed in the sampled location.
In this particular study for each county y is the vote per-

centage for John Kerry in the 2004 USA presidential elec-
tion, N is the number of neighboring counties, and p is cho-
sen to be one for simplicity. The left problem is how to
determine d for each county. We apply two versions of cal-
culation of d in both the spatial interpolation and temporal
interpolation.

When we use the IDW method to calculate the spatial
estimation Es, we tried to calculate d as both the uniform
distance and real distance. In the version of uniform dis-
tance the distance between a county and any of its neigh-
bors is one, that is, d = 1. In the version of real distance
d is calculated by the real distance between the centroids
of a county and any of its neighbors. The experimental re-
sults show that the differences between the two versions are
extremely small in our case. Therefore, we adopt the IDW
method with uniform distances.

To calculate the temporal estimation Et we measure d in
terms of time difference instead of spatial difference. In the
version of inverse linear temporal method the weights are
assigned proportional to the inverse of the time difference,
while in the version of inverse exponential temporal method
the weights are assigned to decrease exponentially with the
time difference, i.e., if we look back in time n years and
have one data in each of the past n years, then the weight of
the data i years back in time will be 1

2i for 1 ≤ i ≤ (n− 1)
and 1

2n−1 for n years back.
There is a problem in this prediction case. When we cal-

culate Es it is not reasonable to use the actual votes in the
neighboring counties, because those votes are not known
yet. A possible solution is to use the estimated data in the
neighboring counties, which can be created by many meth-
ods such as our inverse linear or inverse exponential tempo-
ral methods.

At this point it is time to determine the relationship be-
tween α and β. A natural choice is the step function, where
a parameter σ and a threshold θ are needed. If σ < θ, then
we set α = 1 (or α = 0) and β = 0 (or β = 1). σ is chosen
as the changes in the vote percentages of all pairs of subse-
quent presidential elections in a county. A smaller σ means
that the values in a county are more consistent over time,
thus we can rely more on the temporal interpolation method.
We choose θ as a constant, say 1%, 2% and so on. The ex-
perimental results demonstrate that this simple and natural
solution generate exciting performance. We also tried a lit-
tle more complicated relationship, linear function which is
based on the linear combination of α and β. However, the
linear functions did not work as well as the step functions.
One likely explanation is that the temporal and IDW meth-
ods give similar variations for most counties, that is, when
the temporal estimation value is higher (or lower) than the

original data, then the IDW estimation value is also higher
(or lower). That makes it difficult to find a good linear func-
tion.

4 Visualization

In this section, we show the visualization of interpolation
data and give some analysis of the quality of interpolation.

Figures 1-6 illustrate the voting prediction results on the
2004 USA presidential election in the states of California,
Florida, and Ohio at the county level. Figures 1, 3, and 5
indicate the results in terms of the differences between the
actual vote percentages and the estimated vote percentages
using our spatiotemporal interpolation model based on step
functions. We can see that for all the three states, the dif-
ferences are less than 1% in some counties and less than
4% in most counties. In Figures 2, 4, and 6 the dashed
line shows the actual vote percentage in each county and
the solid line describes the estimated vote percentages us-
ing our spatiotemporal interpolation model in each county.
We can see that in the three states for most counties the dis-
crepancy is low and it almost disappears for some counties.

In Figures 7 and 8 red counties vote for republic can-
didate and blue counties vote for democratic candidate in
Florida for 2004 USA presidential election. Figure 7 is
based on the actual results while Figure 8 is our interpo-
lated results. We can see that only two out of 67 counties
are different in two figures.

In order to analyze the quality of interpolation we con-
duct the experiments based on three measures comparing
the accuracy of interpolation methods, mean absolute er-
ror(MAE), root mean square error (RMSE), and error of
statewide total vote percentage (TE), which is a more in-
teresting measure in the voting prediction area. TE is cal-
culated as the difference between the actual statewide vote
percentages and the estimated statewide vote percentages.

Table 1 illustrates the quality of prediction at the state
level in terms of TE, MAE, and RMSE. We can see that the
performance of spatiotemporal step functions and inverse
exponential temporal methods is the best, getting compara-
tively precise predictions, especially in predicting the 2004
USA presidential election in Florida. Spatiotemporal step
functions predict for the 2004 USA presidential election,
the democratic candidate (John Kerry) will win 46.00%
votes in Florida, and the actual result is 47.09%, hence the
discrepancy (TE) is only 1.09%. The experimental results
for California and Ohio are also impressive. Inverse expo-
nential temporal method shows slightly better performance,
TE is 3.46 and 3.18 in California and Ohio, respectively.
For all three states, MAE and RMSE are also reasonably
low.
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Figure 1. Prediction accuracy in California, USA
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Figure 2. Predicted and actual voting in California
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Figure 3. Prediction accuracy in Florida, USA
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Figure 4. Predicted and actual voting in Florida
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Figure 5. Prediction accuracy in Ohio, USA
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Figure 6. Predicted and actual voting in Ohio



Figure 7. Actual results: red and blue counties in
Florida, USA

Figure 8. Interpolated results: red and blue counties
in Florida, USA

5 Conclusion and Future Work

This paper discusses a pre-processing tool to generate
the data to be visualized for the temporal-oriented spa-
tiotemporal datasets. For spatiotemporal applications the
querying and visualization become easy in constraint data-
bases [16, 12]. For example, the visualization of recursively
defined concepts can not be handled in an easy way by some
relational databases and knowledge-based systems, how-
ever, it is easy to maintain in constraint databases [18, 19].
Constraint databases integrate database technology with
constraint solving methods to visualize complex spatiotem-
poral problems [17]. We are currently extending the usage
of the pre-processing tool in the constraint databases. We
are also branching out to other applications that require the
interpolation and visualization.
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