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Abstract

In this paper, we describe a computer-supportegaadive
learning system in education and the results oflégloy-
ment. The system, called I-MINDS, consists of & afe
teacher agents, group agents, and student agéfitde the
agents possess individual intelligent capabilitibg, novel
invention of I-MINDS lies in multiagent intelligercand
coalition formation. I-MINDS supports student peifa-
tion and collaboration and helps the instructor aggn
large, distance classrooms. Specifically, it usedickrey
auction-based and learning-enabled algorithm called
VALCAM to form student groups in a structured compe
tive learning setting. We have deployed I-MINDan in-
troductory computer science course (CS1) and cdeduc
experiments in the Spring and Fall semesters ob 200
study how I-MINDS-supported collaboration fares inga
traditional, face-to-face collaboration. Resulh®wed that
students using I-MINDS performed (and outperfornied
some aspects) as well as students in traditiotthgs.

Introduction

Computer-supported cooperative learning (CSCL)esyst
are becoming more popular to support large or niigta
classrooms, to facilitate student-to-student amdlestt-to-
instructor interactions synchronously or asynchusiyn

However, these CSCL systems (e.g., Caverly and Mac-

Donald 2002; Betbeder et al. 2003; Chan et al. 2003
Chang et al. 2003; Salcedo et al. 2003; Sridhataal.e
2003)do not adapt to diverse student and instructor sieed
and behaviors. Instead, these systems are usuasbive
participants in the process and students and ateti of-
ten resort to other modes of external interacti@mail,
phone, or face-to-face meetings) in order to addnedi-
vidual problems. An instructor would have to monistu-
dent activities and be required to process whabrhshe
observes in order to generate the proper respoitheuty
intelligent help from the CSCL system; while a smtor a
group of students would have to seek out their aiible
peers to work together and to maintain their owerpe
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groups. These activities are difficult to achi@évearge or
distance classrooms where an instructor does reatssar-
ily have the luxury to observe student activitieswaately
and nor does a student. Thus, there is a neadtédliigent
CSCL systems that could actively facilitate the \abac-
tivities.

Our research has designed and developed an inftastr
ture called the Intelligent Multiagent Infrastruaifor Dis-
tributed Systems in Education (or I-MINDS). [|-MIND
consists of different intelligent agents. Theserdag work
together to actively support student-student aniestt-
instructor interactions in a typical classroomhe tistance
education setting. Specifically, there are agémds rank
and categorize questions, and profile studentsetp the
instructor manage a classroom in real-time; anchtagihat
form and maintain structured cooperative learningugs.
Powering the I-MINDS is a multiagent coalition faxtion
algorithm specially designed to help form studerdugs
based on student performances over time. Thigitigg
called VALCAM, is based on a Vickrey auction sejtend
employs peer evaluation and profiling to improve #tu-
dent groups.

We have deployed I-MINDS in an introductory com-
puter science course (CS1) at the Department ofpQten
Science and Engineering of the University of Nekaa®r
the past year (2 semesters). Specifically, we hesesl a
control-treatment protocol to study the use of INDIS in
place of face-to-face collaboration among students
weekly laboratory sessions. Results have showh Itha
MINDS, though still needing better graphical usetei-
faces and further development, could support cadjver
learning effectively.

In the following, we first present I-MINDS agents,
briefly discussing the intelligent modules of theggnts to
support cooperative learning. Then we describe the
VALCAM-based coalition formation module. Here we
also present the structured cooperative learniggaw
model that has been incorporated into I-MINDS. s&ub
quently, we offer some implementation and architexdt
details. We then discuss the deployment resulteusf
CSCL application. Finally, we conclude with sor¢ufe
directions.



Agents and Topology

I-MINDS consists of three types of agents: teacynts,
group agents, and student agents. Figure 1 showsam-
ple of the topological infrastructure of I-MINDSi(Let al.
2003b). The manager, simply an administrative rf@du

manages the ongoing classroom sessions and systen-|

information such as the list of ongoing classest bf

courses and teachers, the login names and pass¥arrds

the students for each of the classrooms, etc. nin-a
MINDS classroom session, the teacher, studentssand
dent groups are assigned a teacher agent, stugentsa
and group agents, respectively. Each of thesetagep-
ports the user or group to which it has been asslign

Briefly, a teacher agentinteracting with a teacher, is
responsible for disseminating information streamsstiu-
dent agents, maintaining profiles for all studeatsessing
the progress and participation of different studerganking
and filtering of the questions asked by the stugleand
managing the progress of a classroom sessiorstudent
agent on the other hand, mainly works as a personalenel
to a specific student. The student agent alsoepteshe
learning material to the student and forms coalgtiovith
other students for collaborative learning. A graagent
forms and conducts structured cooperative learsirgly as
the Jigsaw model (Clarke 1994), monitors and fatds
group activities. In the following, we highlightme of the
intelligent modules within each agent. For detaisders
are referred to (Soh et al. 2006).
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Figure 1: I-MINDS Agents and Topology

Teacher Agent

In I-MINDS, the teacher agent interacts mainly witte
instructor. The teacher agent helps the instrudediver
instructional content to the students and coordmahe
coalition formation process in the classroom. Té&cher
agent also helps the instructor answer studenttignes
with thequestion rankingandquestion groupingnodules.

Question ranking allows the teacher agent to nmnag

Q&A in a large classroom. When questions are gsted
teacher agent scores each question based on & lez-0
words and heuristics. Keywords are subject-top&cHic

and weighted. Heuristics are course-specific. erAficor-

ing, the questions are ranked and displayed tanisteuc-

tor. The instructor may choose to answer or discar
question. Then depending on the instructor’s ahdie

question ranks are readjusted. Thus, by answexirdy
discarding ranked questions, the instructor imgbici
teaches the teacher agent how to better scoreamkdthe

questions.

The question grouping module (Khandaker 2004 )adlo
the teacher agent to address multiple similar dpesto-
gether and profile students who ask similar quastiorwo
guestions are considered similar and grouped tegeth
based on the keywords they share and their cleasdi.
To classify questions, we use the ApplePie parSeki(e
and Grishman 1995) and theteranceclassifier program
of AutoTutor (Olney et al. 2003, Graesser 1999).hew
the teacher answers (or discards) a question, ehehér
agent automatically answers (or discards) all tineilar
guestions grouped together with that particularstae.
This functionality helps the instructor addresseptglly
large numbers of similar questions in a large ctas®.

Student Agent

In an I-MINDS supported classroom, a student agentes
a unique student. The student agent acts as réaicgebe-
tween a student and the virtual classroom. Allitiierma-
tion exchanged between the student and the classpao-
ticipants (e.g., questions asked by a student, agessex-
changed between peers, etc.) are monitored byttilders
agent. The student agent also offers surveysetatident
to record his/her preferences. and the studenttamea
exchanges information with the teacher agent aadtbup
agents. With all these collected information, ttedent
agent maintains a dynamic profile of the studenthom it
is assigned and a dynamic profile of the peerstti@astu-
dent has interacted with through I-MINDS.

A student is profiled by I-MINDS’ agents in seviera
ways. First, student-instructor interactions arefifed
mainly based on the quality and classification oéstions
that a student asks. Based on the grouping oéthass-
tions, students can also be profiled relative toert in
terms of compatibility. Second, student-studertéerinc-
tions are profiled through the monitoring of thesseges
exchanged among them. This profiling process isiezh
out by a student agent from the viewpoint of thelsnt it
serves. These include the number of messagestygempf
messages, frequency of messages sent, time spéidiean
sketching” and so on. Whenever a student asksstiqn
or performs some kind of collaborative activitiesg, ini-
tiates a forum discussion or participates in skatchout
ideas on a digital whiteboard, with both featuregthnto
the I-MINDS GUI), his or her profile is updated.

Group Agent

In I-MINDS, a group agent is activated when there a
structured cooperative learning activities. Stiwetl coop-
erative learning involves specified activities teaplicitly



require students to cooperate. Currently, I-MIND®le-
ments the Jigsaw model (Aronson et al. 1978) whth
be discussed later. The group agent monitors thapg
activities during structured cooperative learninghat in-
cludes the number of messages sent among groupengmb
types of messages, self-reported teamwork capabijlit
peer-based evaluations as a team member, and &walua
of each team.

Multiagent Coalition Formation

One primary goal of I-MINDS is to support cooperati
learning in an environment where students are his &
collaborate face-to-face. Further, our currentsghaf re-
search and development for our educational applitat
focuses on structured cooperative learning, duvihgch
students are guided with specific activities theuire col-
laboration. In particular, the structured coopeeatearn-
ing that we have incorporated into I-MINDS is thgsaw
model. Here we first briefly describe what thesawy
model is before presenting the multiagent coalifioma-
tion algorithm, VALCAM.

Note that our I-MINDS and the VALCAM algorithm are
generally designed such that different cooperdgeaening
models can be incorporated. One of our long-tdansis
to equip I-MINDS with different cooperative leargin
models for a teacher to choose from for his or diass-
rooms.

Jigsaw Learning Model

The learning process in Jigsaw cooperative learmindel
is as follows. First, assign the students intougsd Sec-
ond, the instructor divides a problem into differparts (or
sections). Third, the instructor assigns a pattise for
every student such that members of the sama@ group
will have different sections to solve. The studenho are
responsible for the same section then work togeithex
focus group to come up with solutions to the section to
which they have been assigned and develop a spréteg
teaching the solutions to their respective groupnbers.
Clarke (Clarke 1994) further refined the Jigsawdtire
into stages. These stages are Iffthpduction of the topic
to the class as a whole, 2)cused ExplorationThe focus
groups explore issues pertinent to the sectiontkiegt have
been assigned, (Reporting and Reshapin@he students
return to their original groups and instruct theiammates
based on their findings from the focus groups, @dnte-
gration and Evaluation The team connects the various
pieces generated by the individual members, adesesswv
problems posed by the instructor, or evaluatesgtioeip
product. The goal of Jigsaw is to allow studentdetrn
better by collaborating with each other. The gjernstu-
dent learns about the solution of the problem acle
ing/discussing it with the weaker students. On dkiger
hand, the weaker students learn about the probdéutian
by method by discussing it with the stronger sttslen
However, not all human students can be expecteudbth

well with each other. A typical set of learnerdl iave
personal preferences for choosing their group mesnbe
So, for such a learner group to succeed, the fatipac-
tors are important: 1) the competence of the gnmemn-
bers 2) personal preferences of the group memiabdeu{
who they would like to form group with). Bearingese
factors in mind we have designed the VALCAM alduamit

VALCAM

To form coalitions (or basic groups for the Jigsaepera-
tive learning process), we proposed and desigreitk-
rey Auction-Based Learning-Enabled Coalition andapd
tation for Multiagent Systems (VALCAM) algorithm
(Khandaker 2005). In VALCAM, we have adapted the
auction mechanism to coalition formation for itsrguta-
tionally inexpensive implementation and reduced mom
nication overhead during coalition formation. Timeilti-
agent framework—uwithin which our VALCAM algorithm
operates—consists of a system agent, a number of use
agents and a number of group agents.

The VALCAM process roughly works as follows. The
system agent acts as a coordinator and hosts ttemu
while the user agents, with virtual currency earnedke
bids to form coalitions. When a coalition is founea
group agent is assigned to that coalition. Eacligragent
monitors the performance and activities of the memmiof
its assigned group. After a coalition has compleitsd
tasks, the group agent evaluates the performanaaaif
user agent as a group member and assigns a grgaff pa
accordingly.

The algorithm also makes use of a virtual currevidgg
the following manner. The system agent works asptioe
vider and accountant of the virtual currency. Kveéme
the user agents form a coalition and perform thygired
task, the user agents’ performance is evaluatédeaindi-
vidual level and the group level by the system aged the
group agent respectively. After the evaluatio®, sfystem
agent rewards each user agent's individual perfocma
while each group agent rewards each user agentsrpe
ance as a group member.

Here we describe the algorithm. Suppose & the
set ofuser agentsmis the number of non-overlapping coa-
litions that will be formedn is the number of users, aps
the task assigned. The coalition formation al@onithas
two parts: VALCAM-S for the system agent and
VALCAM-U for each user agent.

VALCAM-S (A, m, n,j)

1) If this is the first coalition formation among alktlis-
ers, then (i) Allocate default amount of virtuar@ncy
to every user, and (ii) Choose users randomly from
then users.

2) Else (i) Allocate default amount of virtual currency to
the new users and (ii) Find the topmostsers ranked
according to the amount of virtual currency theyéha
and solve any ties randomly.

3) Announce the task to thiser agents



4) Randomly assign the selectadisers to then different
coalitions
5) Announce the opening of the auction to tiser agents
who werenot chosen in Steps 1 and 2
6) While there are unassignagser agentsperform the
following loop:
For i—1tomdo
(i) Accept bids from thaser agentsand
(ii) Until an agent is assigned to fitle coalition
do (a) Choose the highest bidder agent, and (b)
If the chosen agent has enough virtual currency,
then subtract the second highest bid from its vir-
tual currency account and assign it to tte
coalition
When the assigned taskis completed do (i) Direct
eachgroup agento provide the group payo('!g (s, j,t)

7

to its student agent members based on their perform
ances in the group, and (ii) Reward earder agent
with virtual currencyv (s, j,t) based on the individual
performance of the user agent. Then the totalfh&yo
a user agergfor taskj at timet is defined as:

Vi(s, o) =W * Vg (S, 1:1) + Wi * Vi (s, J,1) (1)

where, W, is the weight associated with group payoff,

1)

2)

V, (s, ],t) is the total payoff for user agent s for task
at timet for individual performancew, and w, are

the weights associated with the individual payaftl a
group payoff respectively, any, (s, j,t) is the total
group payoff for user agent s at time t for task

Vo (8 1,8) = Wype * Vi (S, 1) + Weae * Voo (S, ],1) (2)
where V_ (s, j,t) and v, (s, j,t) are the payoffs dis-
tributed by the group agent to the user agent based

the potential and actual contribution of the ugmTd as
a member of the group, respectively, =and w,, are
pc vac

the weights associated with contributions. Furiwe, 3)
PO(s 0
Foie jlles ——————
el 20 > PCE 7.8 @

ial?
where PC(x, j,t) is the potential contribution of user
agentx at timet for taskj and G is the set of all user
agents in the group of user Moreover,

. AC(s, j.8)
¥ e — -
ac'5: Jo8) S ACG 10) (h
i=i7

where AC(x, j,t) is the potential contribution of user
agentx at timet for taskj and G is the set of all user
agents in the group of studemtf a user agent performs
well as a group member (e.g., responsive and Helpfu
towards other agents and contributes to team goals.
then this value will be high. This global conditimnset
to motivate the agents to be a team player.

We also measure the experience between aggnts
ands, , from the viewpoint ofg, as:

E (8,90 =W, " B(S, 8,0 + W * Ei(S,,8,0) )

where Em(sl,sz,t) denotes a numeric value computed
by s representing its experience in working wigh at
timet, E_(s,,s,t) denotes the evaluation score tisat
receives froms,, and w_, and w, are weights. We

further compute the average experience measure be-
tween two agentg, and s, over time as:

gL

W B (5, 5,1

E 5, 5,.f1= L
rl: L -2 f) T

In Eq. 6,t denotes a time period, is number of time

periods betweeh= 0 andt =g, w, is the weight associ-
ated with the time period

()

Algorithm VALCAM-U

If selected as one of the first users by thesystem
agent then Exit

Post the competence measQGfeto the common bulle-

tin board after a new task announcement, for other pro-

spective group members to readC  is basically the

self-efficacy of the user agent’'s ability to perform the
announced task. The competence measure of user agent
x for taskj at timet is defined as:
. W XU (X, J,t) +wy *U (X, ],t
Cm(X,j,'[) — ce e( J ) ck k( J )
ch+ch

(@)

where,U (X, ],t) is the mean of previous evaluations
received by the user agenbn tasks similar tp at time
t, U, (X ],t) is the user agent's knowledge/expertise

on the assigned tagkat timet, and W, and W, are

weights indicating the relative importance of the two
factors.

When acceptance of bid for thigh group is announced
by thesystem agentepeatedly bid an amount of virtual
currencyV, (s, j,t) until a bid is won.

Here, 5
Yl e s )+ E s )]
ols, j e 22 i (2)
In Eq. 8,V,(s, j,t) is the virtual currency bid submit-

ted by the student agerd at time t, for task j,
C,.(k, j,t) is the competency measure of #ie mem-
ber of theith coalition for the task. Here the user
agents is bidding to join theth coalition at timet, and
the factorY represents the total number of members in

theith coalition,and E, is from Eq. 5.

Since our agents are self-interested, payoff distribution
and virtual currency are important. A user agent’s payoff
depends on its performance as an individual and its per-
formance as a member of the coalition. Its virtual currency



allows a user agent to bid to join a coalition and to moti- . T
vate its intentions. A user agent is motivated to bieito j Jigsew  Tigsaw Graup
the group that is the most useful to itself—a group that i | Sendpage |[ModifyPage ][ BlankPage |[_stuting [ Losout |(@uestiontist]
has worked with before and has received good payoffs as a  [EsSERrSTS
result of working in the group. If a user agent succeeds in [ qetons Corvesetion
joining the most u;gfql group, then it is likely to t&} r T AokedBy | Store | Clasef.. | Thest.. ’_
warded more than joining a less useful group. This im tur z "

. . ‘While we type, someti.., fmcarthu (22979107 DISJUNC,.. |Tue Mo
g|VeS the user agent more Vlrtual Currency for the neXt taSk Ideas for improvemen... [imcarkthu [25.570324  |CONTRIE... Tue Moy
To increase the likelihood of joining the most useful group how long il we integr... [cscherer_ [25.570324 [CONTRIB... [Tus Moy Detals

hil instructor oker (CONTRIE. - Tue Mo

Discard Question

a user agent’s strategy is to join the group as soon ais poss A

ble to influence the makeup of the group—discouraging . | oty Faresheld
other non-compatible user agents from joining and encour- Figure 2: I-MINDS Instructor's Interface
aging other compatible user agents to join. £ Client

According to the present learning mechanism (Eq. 8), a | e B o O e ——
user agent would prefer to team up with an agent that it " SSEE -
knows is competent from its experience. Specifically, when | * -
an agent tries to form a coalition, it considers its paskwor
ing experience of the coalition member agents, the posted
competence of those members and those members’ evalua-
tion of him as a peer.

Thus, using the VALCAM algorithm, an agent learns
from its experience in hope of joining a compatible coali-
tion. Note that VALCAM is a soon-enough, good-enough

approach and does not guarantee optimality. However,

9|
£ | ¥

learning from their experiences and payoffs, the agents as a | F" BT )
whole improve their coalitions over time. RS el |

In the I-MINDS implementation of VALCAM, the e g| coes B[]
teacher agenassigned to each instructor assumes the role Figure 3: I-'MINDS Student Interface

of thesystem agerdind thestudent agenassigned to each
student corresponds to thieer agenduring coalition for-
mation.
Our adaptation of VALCAM into I-MINDS was based Results
on the fact that the user agent's motivation could be related To evaluate I-MINDS, we conducted a pilot study in

to the student’s motivation. A student wants to learrebett  Spring 2003 to study its feasibility and then deployed I-
and work in a group which consists of students that he/she MINDS in Spring 2005 and Fall 2005 semesters in real
likes. But joining such a group requires that the user agent classrooms.
assigned to that student has enough virtual currency in its  The pilot study showed that I-MINDS, as an active (but
account. So, the student’s motivation to join the bestgro  only primitively intelligent) computer-supported coopera-
and learn better is related to the user agent’s motivation to tive learning system could be effective in place of face-to-
earn as much virtual currency as possible. So, if the stu- face, traditional instruction. There was evidence that stu-
dent performs well individually and as a group member, the dents using I-MINDS were able to achieve a higher learn-
user agent assigned to him/her will earn more virtual cur- ing gain that could be attributed to better questions and
rency. This virtual currency balance will mean that the discussions supported by I-MINDS.
student will be able to join his/her preferred group in the  The course involved was CSCE 155, the first core course
next round. of computer science and computer engineering majors (i.e.,
CS1). The course has three 1-hour weekly lectures and one
. 2-hour weekly laboratory sessions. In each lab session,
Implementation students were given specific lab activities to experiment

We have implemented I-MINDS in Java (SDK 1.4.2). In with Java and practice hands-on to solve programming

particular, we have used Java's socket functionalities to Problems. These were introductory problems about De-
establish communication among agents, Java’s swing class2499ing. Inheritance, UML and Recursion. For example,

to create interfaces and Java's JDBC technologies to con-IN the UML session, the students were required to design a
nect to our MySOL database. Figure 2 shows the instruc- [€SOUrCe management system from the given requirements.

tor's interface and Figure 3 shows the student's interface in | NiS main task was then divided into two sub tasks: design

I-MINDS ing class diagrams and designing use cases. For each se-
' mester, there were 2-3 lalectionswhere each section had
about 15-25 students.



Our study utilized a control-treatment protocol. In the same computer screen during the focused exploration and
control section, students worked in Jigsaw cooperative reporting phases of the Jigsaw process. On the other hand,
learning groups without using I-MINDS. Students were [-MINDS, still lacking user-friendly GUI, had been ex-
allowed to move around in the room to join their Jigsaw pected to hinder such free, natural interactions among stu-
groups to carry out face-to-face discussions. Intrisat- dents, leading to ineffective collaboration. Furthermore, on
mentsection, students worked in Jigsaw cooperative learn- average, students in the treatment section also achieved
ing groups using I-MINDS. Students were told to stay at better standard deviation—meaning that these students’
their computers and weomly allowed to communicate via  post-test scores were more tightly clustered than those of
I-MINDS. With this setup, we essentially simulated a dis- the control section. Upon closer analysis, we speculate that
tance classroom environment. the act of typing and communicating through the forum and

For each lab, the students were given a lab handout withdigital whiteboard of I-MINDS forced the students to ar-

a list of activities—thus, a lab is a task and its activities ar ticulate explicitly their thoughts and focused their attention
the subtasks (tasks divided into subtasks by the instjucto to the tasks at hand. This in turn improved studentrande
We conducted the study for several lab sessions, coveringstanding of the subject matter. On the other hand, we also
topics in debugging and testing, inheritance and polymor- observe that students in the treatment sections seemed to
phism, Unified Modeling Language (UML), and recursion.  improve over time, and their performance seemed to even-

The students of both the control and treatment sectionstually overtake that of the control sections’ over time—
were required to complete the tasks and subtasks in the fourindicating that VALCAM, due to its learning mechanism,
Jigsaw phases as discussed earlier. Table 1 shows the foumight have been effective in forming better and better coa-

Jigsaw phases with the allocated amount of time. litions over time. These promising results will require
more data collection in the near future to attain higher sig-
Table 1: Time allocations of Jigsaw phases nificance.
Jigsaw Phase Time (min) , )
Introduction 15 Table 2: Student post-test scores for the control{gsaw Wlth-
- out I-MINDS) and treatment (Jigsaw with I-MINDS) sections
Focused Exploration 30 _
Reporting and Reshapin 20 Spring 2005 _
Integration and Evaluatior] 20 Session Control Section | Treatment Section
Mean | Stdev. Mean Stdev.

In each section, the instructor announced the main 1 7.06 1.83 6.10 1.79
groups. In the control section, this was done manuatly. | 2 5.00 241 7.63 1.72
the treatment section, I-MINDS automatically performed 3 8.83 2.85 9.00 1.50
group formation (coalition formation) using the VALCAM Mean 6.96 2.36 7.57 1.67
algorithm. Once the main groups were formed, the teacher Fall 2005
agent formed the focus groups by randomly selecting stu- | Session| Control Section| Treatment Sectior]
dents from the main group. After the focus groups were Mean | Stdev. Mean Stdev.
formed, every focus group was assigned one subtask ran- 1 7.33 1.28 771 1.68
domly. After the subtask assignment, the focused explora- 2 312 1.50 781 0.95
tion phase was started. Then the three Jigsaw Phases were 3 8.14 0.86 8.53 0.87
carried out in order. During these three phases, the student 4 881 137 914 0.94
agents and the group agents monitored and guided the ac- [waan 8.10 1.25 829 111

tivities of the students and the student groups, respactivel
After the three Jigsaw Phases were executed, all the stu- !
dents filled out the Peer Rating Questionnaire and Team- . N€xt we look at the results of the Self-Efficacy Ques-
Based Efficacy Questionnaire and took a 10-minute post- tionnaire (SEQ) survey. The SEQ survey was conducted
test. This 10-minute post-test score was graded by the in-2M0Ng the students after the introduction phase. Students
structor and was used as the measure of student perform&nter their competency of completing a particular task.
ance in terms of understanding the topic of the lab. Details 1hiS contributes to Eq. 7 in the VALCAM-U algorithm.

of this process can be found in (Soh et al. 2005). Table 3 shows the results. _
Table 2 shows the post-test scores of the control (i.e., W€ observe that for both semesters, students in the

Jigsaw without I-MINDS) and treatment (i.e., Jigsaw with ’treatment_ sections were on average less .conﬁQent than the
I-MINDS) sections for both semesters. student§ in the control section a_bout their ab|I|ty to esolv
The results indicate that students using I-MINDS for the the assigned task before the Jigsaw cooperation started.
Jigsaw activities were able to obtain comparable post-test 1NiS iS interesting. Table 2, as discussed earlier, shaws th
scores. We had initially hypothesized that the students in the students in the treatment sections performed compara-
the control section would perform better than the students PIY and eventually overtook those students in the control
in the treatment section simply because the students in theS€Ctions in terms of their post-test scores, even though Ta-
former would have a chance to discuss face-to-face andP!® 3 shows that these were the same students who had

were able to use paper and pencil to draw and share the



lower self-efficacy.

MINDS as an intelligent CSCL system.

This further lends credence to I-

Table 3: Self-Efficacy Questionnaire Results

Spring 2005
Session Control Section | Treatment Section
Mean | Stdev. Mean Stdev.
1 33.33 3.97 32.36 4.00
2 35.00 3.30 33.63 5.14
3 34.83 2.28 33.50 3.96
Mean 34.39 3.18 33.16 4,37
Fall 2005
Session| Control Section| Treatment Sectior
Mean Stdev. Mean Stdev.
1 31.72 4.26 23.64 5.55
2 32.50 6.48 32.00 3.63
3 34.35 6.54 35.89 3.89
4 35.56 6.55 32.40 3.60
Mean 33.53 5.95 30.98 4.16

Next, we look at the surveys in terms of peer rating.
The Peer Rating Questionnaire (PRQ) surveys were con-
ducted in both control and treatment sectiaftsr each lab
session was completed. The PRQ is designed to quantify

free-flowing of ideas, and more immediate feedback in
their discussions. This observation indicates that I-MINDS
still lacks sufficient GUI features and multimedia capabili-
ties to fully capture real-time characteristics of interactions.

On the other hand, we see indications that students in the
treatment section for the Spring 2005 section seemed to
rate their peers better over time (from 33.71 to 35.80 to
36.37 and 37.25) and seemed to rate their peers more con-
sistently as well. This might be due to the ability of the
coalition formation algorithm in forming better groupsov
time. Given sufficient amount of time the VALCAM algo-
rithm for coalition formation would allow the users tarfo
groups with their favorite peers. So, over time the users
were able to interact with others and evaluate each others
as team members. This evaluation in the form of PRQ then
helped them choose better team members in the future ses-
sions.

Next we discuss the Team-Based Efficacy Questionnaire
(TEQ) surveys, which were collected after each lab based
on a set of questions designed to measure how a student
viewed how well its group had performed. Table 5 shows
the results of the TEQ conducted after every session.

Table 5: Team-Based Efficacy Questionnaire Results

the compatibility of the group members after they have _ ControISSpe:IcrligoﬁO%Treatment Section
gone through the cooperative learning process. We then | Session Mean | Stdev Mean Stdev
averaged the average peer rating scores that each student 1 31.80 > 58. 5779 5 08‘
gave to his or her group members. This average for each 5 30.87 3'38 29.18 2'63
section can be used as a measurement of how well the team : : : :
members in each section were able to work with each other. 3 30.08 3.02 28.25 4.02
Table 4 shows the results of the PRQ surveys. Mean | 30.92 Fa2II'92%05 28.38 3.91
Table 4: Peer Rating Questionnaire Results Session| Control Section| Treatment Sectior
Fall 2005 Mean | Stdev. Mean Stdev.
- - - 1 27.22 4.37 23.64 5.55
Session| Control Section| Treatment Sectio > 56.75 6.66 55 87 8.33
Mean | Stdev. Mean Stdev. 3 29'14 5'47 25.76 5'43
1 42.10 2.73 32.45 5.78 2 29'12 4'52 26.78 8.15
2 | 3662 705 | 37720 4.60 Mean | 28.05| 525 | 2551 _ 6.86
3 39.91 4.80 34.63 8.08
Mean | 39.54 .4'86 34.93 6.15 We observe that students in the control section approved
- Spr|ng.2005 . of their team-based activities more than the students in the
Session| Control Section| Treatment Sectio treatment section. There are two possible explanations.
Mean | Stdev. | Mean | Stdev. First, the ease of face-to-face interactions gave the impres-
1 35.39 2.30 33.71 4.69 sion that the group was doing better, which is consistent
2 3487 5.32 35.80 12.21 with our earlier observation with the peer rating results.
3 36.03 3.19 36.37 5.18 Second, how the student agents form their coalitions did
4 37.53 3.37 37.25 3.62 not necessarily meet the students’ preference. Note that a
Mean | 35.95 3.54 35.78 6.42 student did not have access to other survey results, includ-

ing how his or her group members thought of his oakex

As evidenced in the scores, students in the control sec-peer. However, the student agent did and perused this in-
tion rated their peers better (higher means) and more con-formation in its bidding for the most useful/compatible
sistently (lower standard deviation values) than the studentsgroup. Further studies will be necessary to investigate how

in the treatment section. This is possibly due to thetface-

a student’s perception of a group correlate with or influ-

face interaction. After all, students interacting through I- ence the actual quality of a group.

MINDS could not enjoy the advantages of face-to-face

interactions such as facial expressions, the spontaneous
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Chang, C.-C. 2003. Implications and Issues of Building
We have described I-MINDS, a system that uses multiagent Distributed Web-Based Learning Community. Rroc.
intelligence and coalition formation to provide computer- |CCE’03, 224-233, Hong Kong, China.
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for forming coalitions. To demonstrate the effectiveness of P., Kreuz, R. and Tutoring Research Group. 1999. Autotu-
I-MINDS, we have presented the results of incorporating tor: A simulation of a human tutod. Cognitive Systems
Jigsaw Framework in I-MINDS in real-time classroom Research:35-51.

situations. . Khandaker, N. 2005. VALCAM — An Auction Based
The deployment results in our CS1 lab for two semesters | earning Enabled Multiagent Coalition Formation Algo-

show that, although face-to-face activities were perceived rithm for Real-World Applications. M.S. Thesis, CSE,

to be better by the students, I-MINDS-supported activities yniy. Nebraska, Lincoln, NE.

were able to produce better or comparable performance (in

terms of post-test scores) and were able to yield generally

more tightly clustered performance among the students. : : . :

We also have indications that the VALCAM algorithm was Ei(re]gglnc?\lnéputer Science & Engineering, Univ. Nebraska,

able to learn to form better groups over time in terms of ’ ’ ) ] )

peer rating and team-based efficacy. Liu, X., Zhang, X., Al-Jaroodi, J., Vemu_rl, P Jiartd, _
Future work includes continued deployment of I-MINDS ~and Soh, L.-K. 2003a. I-MINDS: An Application of Multi-

in the classroom, improvement of the GUI front-end for the agent System Intelligence to On-Line EducationPtoc.

teacher and student agents to better support collaborative |[EEE-SMC 4864-4871. Washington D.C.: IEEE.

real-time programming, and extension of I-MINDS to work Liu, X., Zhang, X., Soh, L.-K., Al-Jaroodi, J. and Jia.

more seamlessly with existing Interactive Design Environ- 2003b. A Distributed, Multiagent Infrastructure for Real-

ments (IDEs). Additional research includes the refinement Time, Virtual Classrooms. IRroc. ICCE, 640-647Hong

of the VALCAM algorithm to more fairly synthesize sub- Kong., China.

jective peer-based evaluation and agent-tracked empirical g|ney, A., Louwerse, M., Mathews, E., Marineau, J., Hite-

data in determining the amount of virtual currency re- pjitchell, H and Graesser, A. 1995. Utterance classification

Conclusions

Khandaker, N. 2004. Question Classification and Question
Similarity in I-MINDS, Independent Research Report,

warded to each student. in Autotutor. InProc. HLT-NAACL Workshgpl-8. Phila-
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