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Wireless Sensor Networks

* Tiny, low-cost and low-power
* Composed of large number of sensor nodes
* Monitors the environment

* Sensing + Processing + Communication




Wireless Multimedia Sensor Networks

* Newly Emerging type of WSNs

* Equipped with cameras, microphones, and other
sensors retrieving audio, video and other scalar data

* WSNSs vs. WMSNSs

 Decreasing energy consumption to extend network
longevity under resource constraints -WSNs

» Efficient delivery of application level quality of service (QoS)
—WMSNs




arget classification in WMSNSs

e Statistical methods

* Power spectrum analysis - extracted features from raw audio
data

* Principal component analysis — compressed features
* Gaussian process classification - classification
» Complement memory and bandwidth limitations
* Multi-agent negotiation mechanisms

* Combine individual decisions in a committee manner

* Extend network longevity
* Accomplish efficient collaborative multimedia in-network processing




Hierarchical Multi-agent Architecture

* Front-end interface agent

* Accept user requests, provide feedbacks of images, video, or audio.

* Regional agent
* Based on geographical or similar criteria

* Manage several regions

* Cluster agent
* Several sub-regions
* Reduce communication load

* Improve in-network processing efficiency
' * Query agent
* Audio and video information acquisition and processing
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Belief-Desire-Intention(BDI) Model

* Beliefs
* INnWMSN, the environment is dynamic

e Past events need to be remembered

* Desires

* Such objectives as the agent to accomplish

* Intentions
* What the agent has chosen to do




wo Phase negotiation mechanisms

Efficient resource usage,
Reliable classification accuracy,
Real-time manner for WMSN

Target Classification in
WMSNs

Statistical methods

The value of

The agent should individual The most
. . . decision, weight :
engage in a classification ision, Weigd reliable and

task that necessitates accurate c.le.C|5|on
from individual

usage of these resources decisi
ecisions




Phase 1: Task Allocation

Efficient resource usage, Reliable classification accuracy, Real-time manner for WMSN

Bounded by time complete within a predefined time window

Fast finish quickly

Kept short the minimized number of iterations

Kept short the negotiation- reduce loss and improve communication speed
related messages

Only one item | Several agents may win the
(classification | bidding simultaneously
task)

Several Time consuming, undesirable
rounds for real-time processing
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One Shot Dummy Multi-ltem Auction
(OSDMIA)

* Single bidding round

* Sell several dummy duplicates of the item to several buyers

ltems : N; dummy classification

Auctioneer : supervising the auction
P 9 tasks

|

|
OSDMIA = { Aaucs A\{aAuc}; {T1; TZJ "t TNi}}

t

Bidders : agents trying to get
involved in the classification task

~  * Determination of N;
-« Larger N; -> increase accuracy
* Smaller N; -> decrease resource usage

* _Inthis paper, set N; as 3
v,



One Shot Dummy Multi-ltem Auction
(OSDMIA)

Cluster

Auctioneers

Target is Time windows : one shot auction, short

detected — | | —3
Valid R_eject or
discard
Ask for
bidding

rCriticaI Bidding processing (Retrieve audio h :
Reftfse energy state, | information about the target) Deq-de
to bid other task Jto bid

k Bidders /




One Shot Dummy Multi-ltem Auction
(OSDMIA)

* Bidding Price
Bidding = {C,, A, S}

C, : priori classification accuracy

A, : available resources

Ss : the strength of the observed signals

* The auctioneer is obtained the price by the utility function

UAuc(Ca' Ay, Ss) . C’rg A, (SS/SS max)2




Phase 2 : Combination of Individual
Decisions

* Uncertainties related to audio signal acquisition

* The predictions the classifiers

* If decision error of the individual committee members, cancel out

Member _ A
Decision W = Ca S S / SS max
Sensor Weight C, : priori classification accuracy
Wy Ss : the strength of the observed
Audio Sensor \ Weight _ ommitte¢ 5|gna|s
Source N W Decision
Sensor Weight Z .
k Wi D _ Wl dl
Decision Z Wl

dy




Experiment Setup
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Power Spectrum Analysis (PSA)
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* Normalized power spectral density of the acoustic signals

 * Features extracted from the PSD (distribution in the 16
' frequency bandwidths)




Principal Component Analysis (PCA)
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raining and test of GPC

* AAV : 294 samples (98 for
training, 196 for testing)

* DW : 178 samples ( 60 for
training, 118 for testing)
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Phase 1: Task Allocation (Bidding)

D C_Classification Accuracy
. A Available Resource

Utility component value
Utility function

)

0
1 4142464748495051 52535455 5658596061 0 1 41424647 48495051 52 53 5455 56 585960 61 1 41424647 48495051 5253 5455 5658596061
Agent No. Agent No. AgentNo.

* N41, N42, N46, N53: Deny -> critical energy level (0.2)
* The auctioneer calculates the utility functions

* N49, N54, N61 : Decided -> largest utility functions



Phase 2: Committee Decision

Weight Component Member Commuttee

Committee Member Decision

| . ) Weight Decision
Member d; C, Ss

Co S D
N49 0.3911 0.9204 1.0000 0.9204
N34 0.6750 0.9746 0.9824 0.9574
N6l 0.8837 0.9440 0.7310 0.6900

* The committee decision made by three committee members
* N49 : misclassification (below 0.5 -> DW) -> cancel out

* N54, N61 : committee decision



Phase 2: Committee Decision

Predicted probability
Predicted probability
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N61—-91.93% Committee decision —90.73%




Conclusion

* This paper proposed target classification in WMSNs

* Verified by the simulation experiments

* Proposed statistical processing
* PCA, PSD, GPC

* The negotiation mechanism
* OSDMIA, committee decision




Praises

* Robustness in terms of misclassification

* PSD, PCA, GPC reduce memory and computation
capability requirements

* Reach a compromise between resource consumption
and accuracy

* Reduce the uncertainty of individual classifier
prediction

.~ * Enhance the overall classification reliability




Critiques

* Simulation - no real experiment

* Still need many tasks and resources — Acoustic
signals, Training

* Limited experiment

* Only compared two vehicles

* If the noise is strong?







