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State of our planet

Source: http://theearthproject.com/

Air pollution caused by fossil fuels
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Source: http://blog.livedoor.jp
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Source: http://blog.livedoor.jp
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Motivation: why microgrid? 

Source: http://www.engineering.com



Microgrid

https://www.youtube.com/watch?v=EhkdYqNU-ac
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Demand Response
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Abstract

Power generation unit Residential

Paper goal: Dynamic pricing and energy scheduling in microgrid. 

Customer: consuming electricity 

Utility: electricity Generators

Service Provider: Buy electricity from Utilities and sell to customer.

Method: Reinforcement learning implementation that allow costumers and service 

providers (SP) to strategically learn without prior information. 

Source: energy.gov

Service Provider

(SP)
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To consider the variable load consumption of customer 

and retail price of electricity during a day, the set of 

period H={1,2,3,..,H-1} was introduced. 

 Each time-slot t maps to period h from set H using equation 

:

ht=mod(t,H)

At each time slot, SP change the retail price. 

System Time Slot



Service Provider design

Source: ww.hydrogencarsnow.com

Utility

The SP buys the electricity from the utility with the price of ct (.) 

chosen from finite set C. 

The price ct is a function of time t and loads consumption  𝑖⋲𝐼 𝑒𝑖
𝑡

.

Energy consumption of 

customers : 

Energy Cost 

Function: ct (.) 

Service Provider



SP and Customers

Service Provider

Retail Price : 

𝑒1
𝑡(𝑑1 )

𝑒2
𝑡(𝑑2 )

𝑒3
𝑡(𝑑3 )

𝑒4
𝑡(𝑑4 )

𝑎𝑡 (.)



 In the microgrid system, the system provider determine the 

retail price function of the system ( at  can be a second order 

equation of customer consumption.

The set of SP action, or retail price options are limited to a 

set A with n member A={a1,a2,…,an}. 

SP charge any customer at(ei
t), where  ei

t denote customer 

energy consumption at time t. 



Load 

model

Each customer i

has total load 

demand of di
t

The customer i

decides to 

consume

ei
t < di

t

1)

2) ui(di
t - ei

t )

1) μi 𝑒𝑖
𝑡

2) λi × (𝑑𝑖
𝑡−𝑒𝑖

𝑡)

Condition  di
t is selected 

from the 

discrete and 

finite set of Di

disutility of 

customer I will 

be reported to 

the sp

The customer i

cost were defined 

as 

0 ≤ λi≤ 1

0 ≤μi≤ 1

Model of Customer Response

1) Satisfy Load: ei
t ; Dissatisfy Load:  di

t - ei
t

𝑎𝑖 (𝑒𝑖
𝑡)

2) Dissatisfy utility: u( di
t – ei

t)

3)

4)



 The SP buys the electricity from the utility with the price of ct , 

chosen from finite set C. 

 Transition probability from ct at time t to ct+1 

 We denote the SP cost as:

 where the first term denotes the electricity cost of the service provider 

and the second term denotes the service provider’s revenue from 

selling energy to the customers.

Electricity Cost of Service Provider



Timeline of interaction among the microgrid

component



Overview

 Introduction & background

 Goal & objectives

 System Model

 Reinforcement Learning at Service Provider

 Energy Consumption-Based Approximated

 Virtual Experience for Accelerating Learning



 In this section, they first formulate a dynamic pricing 

problem in the framework of MDP. 

Then, by using reinforcement learning, They develop an 

efficient and fast dynamic pricing algorithm which does not 

require the information about the system dynamics and 

uncertainties.

Problem Formulation



First consider customer as deterministic and myopic. Then 

for now, customer decision is to choose least possible cost:

MDP problem was defined with 

 1- Set of decision makers actions

 2- Set of system states

 3- System states transition 

 4- System cost Function

MDP Formulation 



SP is a decision maker. 

I. The SP actions is choosing a retail price from set A.

II. The microgrid states if function of customers demand 

vector, time and electricity price

III. The transition from state                               to next state  



System cost is defined as weighted sum of Sp and Customer 

cost: 

 In which choosing               gives priority on SP or customer 

cost. 

Continue



The objective is to find the stationary policy that:

1) maps states to action    

2) minimize expected discount value

Policy 



 The optimal stationary policy π∗ can be well defined by using the 

optimal action-value function Q∗ : S × A → R which satisfies the 

following Bellman optimality equation:

 In which           is optimal state-value function. 

 Since Q(s, a) is the expected discounted system cost with action a in 

state s, we can obtain the optimal stationary policy as: 
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Two drawback Of their model:

 1- large number of states

 2- can’t access customer states due to privacy

To solve problems, they came up with new states:

Where

Energy Consumption-Based approximation State



 Since 𝐷𝑖
𝑡 is set of independent variable, by the law of 

large number the  𝑖
 𝐷𝑖
𝑡

𝐼 gose to expected value . 

 In the practical microgrid system with a large number 

of customers, a                   provides enough 

information for the service provider to infer the 𝐷𝑡 .

Energy Consumption-Based Approximation State
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 Definition: Experience tuple is define as

Update multiple state-action pair at each time.

 set of equivalent tuple: 

 If we have these two conditions:

 Set of equivalent tuple which are statistically equivalent 

Virtual Experience Definition



Assumption:

 SP has a transition probability of 𝑝𝑐(𝑐
𝑡+1|𝑐𝑡, ℎ𝑡)

 Set of equivalent experience tuple:

Virtual Experience in The System 





 Introduction to Microgrid

SP and Load Model 

MDP formulation for SP to minimize system cost

Presenting two methods for reducing space of Q-learning

Recap
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Q-learning for customer

1- Set of decision makers actions
 A set of finite energy consumption function

2- Set of system states
 A set of customer I’s states 

3- System cost Function

Customers Problem Formulation
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 By introducing the PDS, we can factor the transition probability

function into known and unknown components,

 Where the known component accounts for the transition from the

current state to the PDS,

 And the unknown component accounts for the transition from the PDS

to the next state .

Post Decision State Learning Definition





The optimal PDS value function and conventional Q 

learning relation 

PDS and Conventional Q Relationship

Given the optimal PDS value function, the optimal policy can be 

computed as



Proposition 1:            and    are equivalent.

Therefore, it can use the PDS value function to learn the 

optimal policy.

While Q-learning uses a sample average of the action-value 

function to approximate Q* , PDS  learning uses a sample 

average of the PDS value function to approximate       . 

PDS for Learning



Post Decision State Learning



Post Decision State Learning

 Costumer i have information about its consumptions and its cost   

 States definition

 State transition probability



 PDS optimal policy

 State value function of customer I’s state and PDS



PDS Learning Algorithm 
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H=24

Total of 20 customers 

Numerical Results

Load profile



Parameters

Backlog rate



 Set cost coefficient  ρ = 0.5

 Set Q-learning discount factor  γ=0

Performance Comparison With Myopic Optimization

Performance comparison of our reinforcement learning algorithm

and the myopic optimization algorithm varying λ

1. The average system costs increase as λ increases in both pricing algorithms.

2. The performance gap between two algorithms increases as λ increases



 Set λ = 1

2) As ρ increases, the cost of Customers decreases, and the cost of the service 

provider increases

3) As ρ increases, the service provider reduces the average retail price.

Impact of Weighting Factor ρ

Impact of the weighting factor ρ on the performances of customers and service  provider.



Virtual Experience Update

 Set λ = 1 and ρ = 0.5

 They Claimed :

We can observe that our algorithm with virtual experience provides a significantly 

improved learning speed compared to that of the conventional Q-learning algorithm.!!!



Customers With Learning Capability

 Set λ =1 

 lower average system cost

 lower customers’ average

 Acceptable performance for ρ = 0



 set λ = 1 and ρ = 0.5

PDS Learning VS. Conventional Q Learning
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Conclusion 

This paper formulate an MDP problem, where the service 

provider observes the system states transmission and decide 

the retail electricity price to minimize the total expected cost 

of customer disutility. 

Each customer can decide its energy consumption based on 

the observed retail price aiming at minimizing its expected 

cost. 

The Q learning algorithm can be used to solve Bellman 

optimality equation when we don’t have a prior knowledge 

about system transition. 

The type of customers and their disutility function can 

change optimization results. Industrial loads may have a 

high dissatisfying utility. 



System with high λ has high system cost; High value for λ

indicate that customers are shifting their extra loads to the next 

hour. Since they shift their loads every time, they have almost the 

same profile after demand response. 

The effect of virtual experience depends on the number of 

different cost function in the set C. 

Q-learning with the big λ show big system cost. However, when 

loads have the learning ability, the big λ will has less impact on 

the system cost. 

Three presented methods Including Energy Consumption Based 

Approximate State, Virtual Experience, and Post-Decision 

Learning had an effective response on accelerate the Q-learning 

algorithm.

Conclusion 



 Customer learning capability, significantly reduced system and 

customers’ cost. 



Studying the strategic behaviors of the rational agents and 

its impact on the system performance.

Considering the impact of various type of energy in 

dynamic pricing. 

Future Work
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