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ABSTRACT
Program variables used in robotic and cyber-physical systems often have implicit physical units that cannot be determined from their variable types. Inferring an abstract physical unit type for variables and checking their physical unit type consistency is of particular importance for validating the correctness of such systems. For instance, a variable with the unit of ‘meter’ should not be assigned to another variable with the unit of ‘degree-per-second’. Existing solutions have various limitations such as requiring developers to annotate variables with physical units and only handling variables that are directly or transitively used in popular robotic libraries with known physical unit information. We observe that there are a lot of physical unit hints in these softwares such as variable names and specific forms of expressions. These hints have uncertainty as developers may not respect conventions. We propose to model them with probability distributions and conduct probabilistic inference. At the end, our technique produces a unit distribution for each variable. Unit inconsistencies can then be detected using the highly probable unit assignments. Experimental results on 30 programs show that our technique can infer units for 159.3% more variables compared to the state-of-the-art with more than 88.7% true positives, and inconsistencies detection on 90 programs shows that our technique reports 103.3% more inconsistencies with 85.3% true positives.
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1 INTRODUCTION
Program variables representing physical units like meter or radian are common in robotic and cyber-physical systems. However, the types of these variables (e.g., float and double) can hardly denote such physical information. While compilers and many analysis techniques ensure variables are manipulated according to the typing rules, ensuring variables with physical units are manipulated according to the semantics of the physical world, however, is less common and yet as crucial for these kinds of systems. For example, a recent study found hundreds of faulty manipulations in robots using the ROS middleware [22]. Those systems built correctly but presented inconsistent unit manipulations such as assigning linear (meter-per-second) and angular (radian-per-second) units to a variable, or adding variables representing velocity (meter-per-second) and distance (meter).

Automated approaches to aid in the detection of inconsistent usage of variables representing physical units include unit-aware programming languages [1, 31], unit-aware libraries [9, 30], and unit type annotations [10]. These approaches, however, have not been broadly adopted in part because of their associated cost in modifying existing systems or changing entrenched development practices. Approaches that require no additional development investment are desirable but rare. One of such approaches, Unify [8], can detect unit usage discrepancies across versions [7], but it cannot detect unit inconsistencies when a variable is first introduced. Another approach is taken by Ayudante [8], which infers abstract type inconsistencies by contrasting clusters of variables based on dataflow versus clusters based on the meaning of variable names as per a large lexical database [18]. This approach, however, misses much of the unique constructive semantics of physical units (like meter² = meter * meter) and assumes that all these variable and name associations are certain, when in practice they are probabilistic. A more broadly applicable approach that requires no additional developer investment is Phriky-Units (Phriky), which relies on one-time mapping of physical attributes in shared-libraries to units [23] to infer the units of variables, and uses a lightweight dataflow analysis and unit propagation to facilitate inconsistency detection using
dimensional analysis. The one-time mapping and lightweight analysis that make Phriky cost-effective at detecting inconsistencies also limit its power. In particular, we noticed that Phriky only assigns units to a small fraction of the variables of non shared-library data types that hold physical units (in this paper we quantify that space to be under 31.56%).

To address that limitation, we propose an approach that can tap on new sources of information to assign units to a larger portion of the variable space, facilitating the detection of more inconsistencies. The approach builds on two key insights. First, variables representing physical entities are often named and operated on to reflect those entities, giving hints about variables’ units. For example, in the statement: \( v = \text{angSpeed} \times \text{wheel_diam} \), names ‘angSpeed’ and ‘wheel_diam’ suggest that they represent angular speed and length respectively, and a multiplication operation on them indicates that variable \( v \) is intended to represent linear velocity. Second, since the correctness of these hints is not certain (developers can violate naming conventions or inappropriately operate on units) we must deal with them probabilistically. For example, since name ‘wheel_diam’ does not use the entity term ‘diameter’ completely, we can only say that it is likely to have unit ‘meter’ with some probability.

Put together, these insights indicate that there are hints to be leveraged but to do so we need to model the sources of uncertainty in terms of probabilities. More specifically, our approach: 1) collects initial observations (or beliefs) based on various evidences such as variable names and expression forms that suggest physical unit (e.g., expression \( x > \pi \) indicates \( x \) has unit ‘radian’), and encodes them as initial probabilities to model uncertainty; 2) analyzes the code to generate five kinds of probability constraints that denote dependencies between variable units; 3) generates a graph where the nodes are the initial observations and constraints transformed into functions on the variables, and the edges connect the functions with their corresponding variables; and 4) performs belief propagation [25] along the edges to determine the posterior probabilities denoting the likelihood that a variable would have an associated physical unit. Once the variables have a physical unit assigned, detection of inconsistency is performed following established dimensional analysis rules [3].

The contributions of our work are:

- A probabilistic approach for physical unit inference and inconsistency detection that takes advantage of variables’ names, expression forms, and associated operations to make probabilistic inferences of unit types.
- A prototype of the approach implemented in a tool, Phys, that assigns units and detects inconsistencies on C++ programs.
- An evaluation on 90 sample ROS-based project files. The assessment shows that Phys can infer units for 159.27% more variables of non shared-library data types in 30 sample files (with more than 88.7% true positives), and detect 103.31% more inconsistencies in 90 sample files (with 85.3% true positives), when compared with the state-of-the-art.

2 BACKGROUND

In this section, we introduce the basic notations of physical units and unit-inconsistencies, and provide a brief overview of probabilistic inference based on graphical models.

2.1 Physical-units and Unit-inconsistency Detection

In robotic software, some variables represent the physical dimensions such as length, velocity, and acceleration. Each of these variables carries a physical-unit, e.g., a variable representing length stores a value of unit ‘meter’. Operations on such variables need to follow certain dimensional rules, e.g., a length value cannot be added to a velocity value. Violation of such a rule, we refer to as unit-inconsistency. In order to detect a unit-inconsistency, we first need to collect the physical-unit information of each variable. However, physical-unit information is not explicitly declared for variables unlike type information. For example, while length and velocity carry different physical-units, ‘meter’ and ‘meter-per-second’, respectively, they may be represented by variables of the same type, e.g., ‘float’. Therefore, traditional type checking of a software program cannot detect unit-inconsistencies. A new kind of analysis is required to detect unit-inconsistencies. These analyses focus on inferring the physical-units of variables. There have been a number of previous works that aim to address this challenge such as the tools Phriky [23, 24] and Osprey [10].

In particular, Phriky performs unit consistency analysis on programs that use a probabilistic shared-library containing data-types for various physical quantities. These shared-library data-types provide the basic unit information for a subset of variables as a starting point for the analysis. Such initial unit information is propagated to other variables through a set of inference rules similar to typing rules. Specifically, the tool Phriky implements a lookup table, called a ‘mapping’, from attributes of shared libraries to physical units for software written for the Robot Operating System (ROS). ROS is a publisher-subscriber middleware that defines commonly used messages in shared libraries. These shared messages have attributes with physical meanings like lengths, velocities, and accelerations.

Our tool Phys leverages this one-time ‘mapping’ during analysis as one way to find variables with units. Also, it uses the same notation for physical-units and unit-inconsistencies as defined by Phriky. The notation is described below.

Physical-units. The physical-unit representation contains a standard set of units from the specification of International System of Units (SI) [2], plus some units officially accepted to be used with the SI system. Following [10], units are defined as:

\[
\begin{align*}
\text{u} & := \text{meter} | \text{second} | \text{kilogram} | \text{quaternion} | \text{radian} | \\
& \quad \text{degree}_360 | \text{amp} | \text{candela} | \text{degree}_celsius | \\
& \quad \text{unknown} | \text{dimensionless} | u_1 \times u_2 | u^{-1}
\end{align*}
\]  

(1)

Unit unknown means that the unit of a variable is not known. The unit dimensionless means a variable does not have a unit, such as a scaling factor or the ratio ‘meter-per-meter’. The product \( u_1 \times u_2 \) represents a multiplication of two units and \( u^{-1} \) represents the inverse of a unit. Together, product and inverse form various derived units like ‘meter \ \times \ \text{second}^{-1}’, i.e., a unit of velocity, ‘meter-per-second’. Further, note that we use the same unit to represent variables of the same dimension. So, two variables of the length dimension with different units in practice, ‘centimeter’ and ‘meter’ respectively, are assumed to have the same unit, ‘meter’.
Unit-inconsistency Detection. The violation of dimensional rules, such as one can only add or compare values of the same dimension, are translated to unit-inconsistencies over program constructs. They are listed below. Let \( u_1 \) and \( u_2 \) be two different units. (1) Addition/subtraction of inconsistent units: an inconsistency is detected when there is an addition/subtraction of two different units.

Note that multiplication and division of inconsistent units may be legitimate, such as \( \text{meter-per-second} \cdot \text{second} \), and hence not a good standard for inconsistency detection [23].

Detection of unit-inconsistencies serves two purposes: 1) the inconsistent use of units may be intentional as per the developer. In such a case, it is always recommended to document a suspicious use of units, especially when the code is meant to be reused. This makes it easier to maintain the code; 2) the inconsistent use of units exposes the source of a potential unintended system behavior, or a bug.

2.2 Probabilistic Inference with Graphical Models

Often while solving real-world problems, we need to draw conclusions based on incomplete or uncertain information. Uncertainty is usually modeled in the form of a probability distribution. The process of performing inference based on such models is called probabilistic inference. One type of probabilistic inference is the computation of a marginal probability of the event or property. For example, in our case, we need to compute the marginal probability that a variable \( x \) has unit \( u \) from the probability distribution of all variables in the program being of unit \( u \). The probability that \( x \) has unit \( u \) is conditioned on how \( x \) is used in the program and depends on what is assigned to \( x \) and how \( x \) is used in mathematical expressions. Factor graphs [14] are used to represent the structure of this conditional dependence.

In factor graphs, a random variable (or a boolean variable with probability, \( \rho \) is 0.7 chance true) is used to denote a predicate (e.g., program variable \( x \) has unit \( u \), or \( P(x, u) \)). Inter-dependent random variables are denoted as a propositional logic formula with probabilities. For instance, the information that a variable \( \text{vel} \) likely has the unit of \( \text{meter-per-second} \) with probability 0.7 is denoted by \( N(\text{vel}, \text{meter-per-second}) \).\( \rho \) \( P(vel, \text{meter-per-second}) \). Intuitively, it means from the naming convention \( N \) (think of it as a dictionary that maps a name to its unit) we know that a name '\( \text{vel} \)' has the '\( \text{meter-per-second} \) unit, we then have 0.7 confidence that variable \( \text{vel} \) is really of that unit, with probability 0.7 modeling the uncertainty of naming conventions (i.e., programmers may not respect naming conventions). A random variable may be involved in multiple propositional logic formulas denoting its dependencies. For instance, if the program has an assignment statement \( x = y \), we have \( P(y, U) \rightarrow P(x, U) \). The factor graph engine will take these formulas, derive the corresponding joint probability distribution, and perform probabilistic inference. There are various inference algorithms, both exact and approximate, defined for these graphical models. The approximate algorithms allow us to find solutions where the exact inference is infeasible. After inference, the post-distribution denotes the fusion of all the (uncertain) evidences and hence our analysis results. A detailed description of probabilistic graphical models representation and inference can be found in [13].
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an inconsistency on line 18. The nature of the inconsistency is that the robot’s low-level wheel controllers are commanded an incorrect reference velocity. This inconsistency is difficult to detect statically or at run-time because it is syntactically and semantically correct as per the programming language, and the wheel turns in the correct direction but the velocity is incorrect in proportion to the radius of the robot’s wheel (it is not apparent for smaller wheels). As a result, under some scenarios, the robot can move undesirably slow. In such cases, control engineers often blame the low-level controller and try to compensate by tuning control gains, i.e., changing parameters to make the motors more sensitive to the (faulty) signal, leading to potential instabilities.

We are motivated by these kinds of stealthy, difficult-to-detect bugs that require combining multiple information sources each with a different degree of certainty—from less certain variable name hints to more certain dataflow hints.

Going back to our example in Figure 1a, to detect the ‘subtraction of inconsistent units’ in line 18, we need to infer units of joint_state_.velocity and q1 (if rw velocity_1 omitted for brevity). Inferring units for variables like joint_state_.velocity, which instantiate shared ROS libraries attributes with known unit types, is already done successfully by Phrsky using predefined maps so we reuse that approach. More specifically, variable joint_state_.velocity is an attribute of class sensor_msgs::JointState, and the mapping determines that the attribute joint_state:velocity has units ‘per-second’.

Variable q1, however, does not instantiate anything with a known unit. Inferring units for such variables requires a new and more sophisticated approach for unit inference, as used by our tool Phys. We note that variable q1 on line 16 is assigned units computed from the units of wx1 and wy1 (description for wy1 omitted for simplicity). wx1 is assigned units on line 14, providing a dataflow constraint from v_ref_x because v_ref_x is part of an addition, and we assume all units within an addition are the same. For inferring the units of v_ref_x we have two hints: 1) a dataflow constraint on line 6 from linearSpeedXMsps along with a naming hint because linearSpeedXMsps contains the substring ‘Speed’; and 2) assignment of units resulting from the procedure saturation on line 24. Interestingly, saturation uses its first parameter as the return variable and thus provides a hint that its returned units may be the same as its first argument’s units. Therefore, on line 24, v_ref_x is likely to have the same units as argument cmd_vel.linear.x that has a known unit associated as part of the map.

All these hints together form a set of probabilistic constraints, partially shown in Figure 1b as an inference graph. Phys then calculates the likelihood of possible unit assignments for q1 and assigns the most likely unit, which turns out to be ‘meter-per-second’ with the highest probability of 0.81, reporting that:

\[ \text{Addition of inconsistent units on line 18. Attempting to add } [\{ \text{'second': -1.0}, \text{'meter': 1.0} \}] \]

4 APPROACH

In this section, we first provide a high-level overview of Phys, then give a detailed description of the probabilistic constraints generated by Phys, and finally discuss how the probabilistic inference engine transforms probabilistic constraints into a factor graph and conducts graph inference.

Figure 2 shows an overview of the Phys framework. It is divided into two stages: Stage 1 infers units with the help of a probabilistic inference engine, and Stage 2 uses the inferred units to detect unit inconsistencies.

Stage 1: Probabilistic Unit Inference. There are two main components for unit inference as shown in Figure 2 Stage 1: probabilistic constraint collector and probabilistic inference engine. The constraint collector first preprocesses the code to generate a list of functions and then scans each function to identify variables that instantiate ROS shared library data types. Using a predefined map
from ROS attributes to units [24], these variables can be directly assigned a physical unit. The mapping is a one-time effort and consists of 98 data structures, each having 2–5 fields. For example, variables instantiating the ROS attribute `geometry_msgs::Twist.linear.x` are mapped to ‘meter–per–second.’ The mapping provides a subset of variables with known units and allows us to transfer this known unit information to variables of non-shared library type and then fuse it with other unit hints.

Next, the constraint collector traverses through the code to gather unit hints called observations and to derive constraints that denote relations between variables. Table 1 defines five types of observations (dataflow, naming, computed-unit, known-symbol, and conversion) denoted as predicates asserting a variable `var` has a unit `u`. These observations are associated with some prior probabilities to express the initial confidence in those observations to be true, which is captured by the constraint type defined in the sixth row of Table 1. The collector also constructs implication constraints, as per the seventh row of Table 1, which capture the inter-dependences of the predicates based on program semantics, allowing probabilities to be propagated and fused. Last, the constraint collector records composite units such as ‘meter–per–second–squared’, the result of combining units in mathematical expressions. The observed and composite units are added to the set `UNIT_SET`.

After all constraints have been collected, the probabilistic inference engine transforms the constraints into a factor graph. The engine performs belief propagation in the graph for each unit in `UNIT_SET`. This yields a posterior marginal probability for each variable, `var`, having a unit, `u`, denoted as `P(var, u)`. If there is some evidence for `u` (i.e., with probability `p` > 0.5, where 0.5 is no knowledge), and `u` is more likely than any other unit, then `var` is assigned the unit `u`. As shown in Figure 2, Stage 1 includes an iterative process of gathering constraints, running the probabilistic inference engine, inferring units, and again gathering constraints. The iterative part is repeated until a fixed point is reached.

**Stage 2: Unit-inconsistency Detection.** The unit inconsistency detector scans the annotated abstract syntax tree (AST) for unit inconsistencies as defined in Section 2.1. That is, inconsistent addition/subtraction, comparison, assignment, or function arguments. To mitigate false positives, the detector is conservatively configured by default to report an inconsistency only if the three most likely unit assignments to the variables involved in an expression all yield an inconsistency. Phys then emits a list of variable unit assignment and any detected inconsistencies.

### 4.1 Probabilistic Constraints

**Phys** has two forms of constraints: the prior-probability constraints, and the implication constraints.

As shown in Table 1, a prior-probability constraint encodes that an initial observation `pred` is true with some confidence `q`, and is denoted `pred = 1(q)`. This constraint encodes belief from prior human domain knowledge and distributions of known types inferred solely from ROS libraries. The inherent uncertainty in this constraint can be substantially suppressed when the inference engine fuses information from many sources.

Implication constraints are used to relate two predicates/random-variables together, and take the form `pred1 \(\rightarrow\) pred2` with confidence `p`, and can also be bidirectional. Table 2 shows implication constraints collected from the code snippet in Figure 1a. Notice how every constraint in the table is formulated as an implication constraint, from an observation predicate to a posterior predicate such as (1) and (2), or from a posterior predicate to another posterior predicate such as (10) and (11). Next, we discuss how to collect the constraints from the data flow, naming, computed-unit, known-symbol and conversion perspectives.

**Dataflow Constraints.** Dataflow constraints are collected for variable pairs that can have the same unit due to program dataflow. For example, Figure 1a has a dataflow constraint on line 14: `wx1`, and the generated constraint is shown in Table 2 (5). In this example, the dataflow constraint encodes the dimensional rule that the units resulting from addition/subtraction are likely the same as the units of the operands. As shown in the table, this constraint has a probability of 0.95. It is a standard to use 0.95 to represent high confidence in the inference [32].

More generally, various program expressions such as addition, comparison, `min()`, `max()` function calls, and copy provide unit hints about their operands according to the dimensional rules. The operands of such expressions or statements potentially represent quantities with the same unit. If a dataflow relation for the same unit is detected for variables `a` and `b`, we add an implication constraint between the two predicates: `P(a, u) \leftrightarrow P(b, u)`, where `u \in UNIT_SET` and confidence is propagated in both directions.

For variables with unit hints from the ROS mapping, we formulate the following constraints: 1) a prior probability constraint, `D(b, K) = 1(0.95) with D asserting the unit of a ROS variable; and 2) an implication constraint, `D(b, K) \rightarrow P(b, K)`. **Naming Constraints.** Developers tend to use variable names that hint at the physical quantities they represent. For example, `linearSpeedXMps` contains ‘Speed’ that suggests a linear velocity. Phys uses a hand-coded lookup table between common strings (called ‘suffixes’) and units. For example, ‘length’ and ‘distance’ are mapped such as (1) and (2), or from a posterior predicate to another posterior predicate such as (10) and (11). Next, we discuss how to collect the constraints from the data flow, naming, computed-unit, known-symbol and conversion perspectives.

**Stage 2: Unit-inconsistency Detection.** The unit inconsistency detector scans the annotated abstract syntax tree (AST) for unit inconsistencies as defined in Section 2.1. That is, inconsistent addition/subtraction, comparison, assignment, or function arguments. To mitigate false positives, the detector is conservatively configured by default to report an inconsistency only if the three most likely unit assignments to the variables involved in an expression all yield an inconsistency. Phys then emits a list of variable unit assignment and any detected inconsistencies.

### 4.1 Probabilistic Constraints

**Phys** has two forms of constraints: the prior-probability constraints, and the implication constraints.

As shown in Table 1, a prior-probability constraint encodes that an initial observation `pred` is true with some confidence `q`, and is denoted `pred = 1(q)`. This constraint encodes belief from prior human domain knowledge and distributions of known types inferred solely from ROS libraries. The inherent uncertainty in this constraint can be substantially suppressed when the inference engine fuses information from many sources.

Implication constraints are used to relate two predicates/random-variables together, and take the form `pred1 \(\rightarrow\) pred2` with confidence `p`, and can also be bidirectional. Table 2 shows implication constraints collected from the code snippet in Figure 1a. Notice how every constraint in the table is formulated as an implication constraint, from an observation predicate to a posterior predicate such as (1) and (2), or from a posterior predicate to another posterior predicate such as (10) and (11). Next, we discuss how to collect the constraints from the data flow, naming, computed-unit, known-symbol and conversion perspectives.

**Dataflow Constraints.** Dataflow constraints are collected for variable pairs that can have the same unit due to program dataflow. For example, Figure 1a has a dataflow constraint on line 14: `wx1`, and the generated constraint is shown in Table 2 (5). In this example, the dataflow constraint encodes the dimensional rule that the units resulting from addition/subtraction are likely the same as the units of the operands. As shown in the table, this constraint has a probability of 0.95. It is a standard to use 0.95 to represent high confidence in the inference [32].

More generally, various program expressions such as addition, comparison, `min()`, `max()` function calls, and copy provide unit hints about their operands according to the dimensional rules. The operands of such expressions or statements potentially represent quantities with the same unit. If a dataflow relation for the same unit is detected for variables `a` and `b`, we add an implication constraint between the two predicates: `P(a, u) \leftrightarrow P(b, u)`, where `u \in UNIT_SET` and confidence is propagated in both directions.

For variables with unit hints from the ROS mapping, we formulate the following constraints: 1) a prior probability constraint, `D(b, K) = 1(0.95) with D asserting the unit of a ROS variable; and 2) an implication constraint, `D(b, K) \rightarrow P(b, K)`. **Naming Constraints.** Developers tend to use variable names that hint at the physical quantities they represent. For example, `linearSpeedXMps` contains ‘Speed’ that suggests a linear velocity. Phys uses a hand-coded lookup table between common strings (called ‘suffixes’) and units. For example, ‘length’ and ‘distance’ are mapped such as (1) and (2), or from a posterior predicate to another posterior predicate such as (10) and (11).
Table 3: Probabilistic constraints.

<table>
<thead>
<tr>
<th>Type</th>
<th>Expression</th>
<th>Condition</th>
<th>Probabilistic Constraints</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dataflow</td>
<td>( a \ op_1 b, \ c \ ? a : b ) ( \ op_2 \in { \cdot, +, -, \cdot, =, &lt;, &lt;=, =, &gt;, =&gt; } )</td>
<td>( a \in \text{ROS-TYPED-VARS} \land \ b \notin \text{ROS-TYPED-VARS}; \text{ROS-VAR}(a, u) )</td>
<td>( D(b, u) = 1 (0.95); D(b, u) \xrightarrow{0.95} P(b, u) )</td>
</tr>
<tr>
<td>Naming</td>
<td>( \text{var}_name )</td>
<td>( p = 0.5 \land \frac{1}{2} \ast \sin(\text{var}_name, U) )</td>
<td>( N(\text{var}_name, U) = 1 (p); N(\text{var}_name, U) \xrightarrow{0.7} P(\text{var}_name, U) )</td>
</tr>
<tr>
<td>Known-symbol</td>
<td>( \cos(a), \sin(a) )</td>
<td></td>
<td>( K(\text{a, radian}) = 1 (0.95); K(\text{a, radian}) \xrightarrow{0.95} P(\text{a, radian}) )</td>
</tr>
<tr>
<td>Conversion</td>
<td>( a = b \ast \pi / 180 )</td>
<td></td>
<td>( F(\text{a, radian}) = 1 (0.9); F(\text{a, radian}) \xrightarrow{0.95} P(\text{a, radian}) )</td>
</tr>
<tr>
<td></td>
<td>( a = b \ast 180 / \pi )</td>
<td></td>
<td>( F(\text{a, degree}_360) = 1 (0.9); F(\text{a, degree}_360) \xrightarrow{0.95} P(\text{a, degree}_360) )</td>
</tr>
<tr>
<td></td>
<td>( a \ op \text{ num}, \ op \in { \cdot, +, -, \cdot, =, &lt;, &lt;=, =, &gt;, =&gt; } )</td>
<td></td>
<td>( F(\text{a, degree}_360) = 1 (0.9); F(\text{a, degree}_360) \xrightarrow{0.95} P(\text{a, degree}_360) )</td>
</tr>
<tr>
<td></td>
<td>( a \ op \pi, \ op \in { \cdot, +, -, \cdot, =, &lt;, &lt;=, =, &gt;, =&gt; } )</td>
<td></td>
<td>( F(\text{a, degree}_360) = 1 (0.9); F(\text{a, degree}_360) \xrightarrow{0.95} P(\text{a, degree}_360) )</td>
</tr>
</tbody>
</table>

The confidence 0.7 for all naming constraints reflects that variable names are uncertain and can cause false unit inconsistencies if not augmented with other evidence. This confidence is the lowest among all confidence probabilities configured in Phys, as naming usually provides the weakest hint about a variable’s unit. The value 0.7 was empirically identified, yielding a sufficiently high TP rate (> 80%) while retaining enough detection power to find significantly more unit inconsistencies than other methods.

**Computed-Unit Constraints.** Computed-unit constraints are collected for the assignment resulting from mathematical expressions, which may compose/compute new units from the operands’ units. To generate a computed-unit constraint for a mathematical expression, we first need unit derivation rules. For example, for a division expression \( x/y \), the unit derivation rule is:

\[
\frac{P(x, u)}{\text{unit}(x) = u} = \frac{\text{unit}(x) = \text{meter}, \text{unit}(y) = \text{second}}{\text{unit}(x/y) = \text{meter-per-second}}
\]

Where \( \text{unit}(x) \) yields the unit of \( x \) based on the current unit assignment of \( x \), and hence the units of \( x \) and \( y \) are ‘meter’ and ‘second’, respectively. Therefore the computed unit for \( x/y \) is ‘meter-per-second’. Other derivation rules can be similarly defined.

Once we have computed the resulting units, we generate two constraints: 1) a prior probability constraint \( C(\text{var}, \text{cu}) = 1(p) \), indicating that we observe \( \text{var} \) has a computed unit \( \text{cu} \) with probability \( p \); and, 2) \( C(\text{var}, \text{cu}) \xrightarrow{0.95} P(\text{var}, \text{cu}) \), that propagates the initial confidence to the unit assertion of variable \( \text{var} \). An example of a computed-unit constraint is shown in Table 2 (7). This constraint is generated once the units for the expression \( \sqrt{\text{wx1} \ast \text{wx1} + \text{wy1} \ast \text{wy1}} \) is computed to be \( ms^{-1} \), resulting in a computed-unit predicate \( C(q1, ms^{-1}) \) with confidence \( p \).

The value of probability \( p \) depends on which variables contribute to a computed unit \( cu \). If \( expr \) has only ROS variables, then \( a \) gets unit \( cu \) with probability 1.0, otherwise 0.8. After empirically exploring a range of values, the value of 0.8 is set higher than the naming hint confidence (0.7) and lower than the later discussed unit conversion hint confidence (0.9).

**Known-Symbol Constraints.** Software dealing with physical quantities often uses mathematical functions from some math library. For example, we observed a lot of usage of two such functions: \( \sin(a) \) and \( \cos(a) \). Both functions accept an argument that represents an angle expressed in ‘radian’. We formulate this unit hint into two known-symbol constraints: 1) \( K(\text{a, radian}) = 1 (0.95); \) and, 2) an implication constraint \( K(\text{a, radian}) \xrightarrow{0.95} P(\text{a, radian}) \). The 0.95 probability models the uncertainty arising from a possible use of a variable with an incorrect unit assignment.

**Conversion Constraints.** Many robotic and cyber-physical programs reason about spatial relationships with angles, and developers use both ‘radian’ or ‘degree_360’. Conversion constraints capture common expressions that convert between ‘radian’ and ‘degree_360’ and provide hints about units.

So, in the angle conversion expression \( a = b \ast \pi/180 \), variable \( b \) should be of unit ‘degree_360’ and variable \( a \) should be
of unit ‘radian’. The generated conversion constraints would be: 1) \( F(a, \text{radian}) = 1(0.9) \), \( F(b, \text{degree}_360) = 1(0.9) \); and, 2) implication constraints: \( F(a, \text{radian}) \rightarrow P(a, \text{radian}), F(b, \text{degree}_360) \rightarrow P(b, \text{degree}_360) \). If a variable with unit ‘radian’ from the previous iteration is added or compared with 180, then we infer ‘degree_360’, as shown in Table 3. The observational confidence of 0.9 informs the prior probability constraints for these hints.

In addition, if a variable is added or compared with \( \pi \), then we infer ‘radian’. This hint is formulated as a conversion constraint in Table 3, with the high probability of 0.9.

4.2 Probabilistic Inference Engine

Factor. Here, we discuss how the probabilistic constraints are translated into probabilistic functions. The functions serve as nodes in a factor graph. All the predicates present in constraints are represented as boolean variables. An implication constraint, \( \text{pred}1 \rightarrow \text{pred}2 \), is translated into a factor \( F(\text{pred}1, \text{pred}2) \) as:

\[
F(\text{pred}1, \text{pred}2) = \begin{cases} 
  p, & \text{if } (\text{pred}1 \rightarrow \text{pred}2) \text{ is true} \\
  1 - p, & \text{otherwise}
\end{cases}
\]

and, a bidirectional constraint, \( \text{pred}1 \leftrightarrow \text{pred}2 \), is divided into two constraints: \( \text{pred}1 \rightarrow \text{pred}2 \) and \( \text{pred}1 \leftarrow \text{pred}2 \), which are then translated. A prior probability constraint \( \text{pred}1 = 1(q) \), is translated into a factor \( F(\text{pred}1) \) as:

\[
F(\text{pred}1) = \begin{cases} 
  q, & \text{if } (\text{pred}1) \text{ is true} \\
  1 - q, & \text{otherwise}
\end{cases}
\]

We denote a factor with a corresponding probabilistic constraint formulation, e.g. \( F(\text{pred}1) : \text{pred}1 = 1(q) \).

The boolean variables in Figure 3a together with the probabilistic constraints in Table 2 (1–7) can be translated into the factors shown in Figure 3b.

Factor-graph. A factor graph is a bipartite graph with two kinds of nodes: variable nodes and factor nodes. The edges join each factor with its variables, i.e., the variables over which a probabilistic function corresponding to the factor is defined. Figure 3c shows a factor-graph for the variables and factors from Figures 3a-3b. Factors \( F_{12}, F_{13} \) and \( F_{14} \) are omitted for simplicity.

Belief Propagation. We use the sum-product belief propagation algorithm [14] for probabilistic inference. It is an iterative algorithm that passes belief messages between adjacent nodes and updates the probability for each node based on the received messages. An updated probability is propagated to adjacent nodes in the next iteration. The algorithm terminates when the probabilities converge.

Iteration. \( \text{Phys} \) iterates during Stage 1, as shown in Figure 2. This iteration is critical to pick up additional constraints. For example, Table 2 on the right side lists the iteration number in which each probabilistic constraint was collected. As shown in the table, constraints (17) and (18) were only inferred after most of the other units in the program had been determined. In general, it is important to consider whether an iteration will reach a fixed point and terminate. Unlike a traditional dataflow analysis, units do not fit well into a lattice-based approach, and therefore we cannot use the Ascending Chain Condition [21] to guarantee a fixed point. Therefore we manually bound the iterations to 4, and observe that most programs we have analyzed reach a fixed point within this bound.

4.3 Complexity and Termination

Preprocessing builds a context-insensitive call graph, and topologically sorting this graph is \( O(|V| + |E|) \), worst case \( O(|E|^2) \) when removing cycles. Collecting probabilistic constraints involves at most \( h \) loops over each statement where \( h \) is the height of the statement’s AST. The probabilistic inference engine implements an approximate solution to the sum-product message passing algorithm [14] that is quadratic. Collecting probabilistic constraints and the sum-product are run within a loop bounded by a constant (four times). After the loop, detecting inconsistencies involves a linear scan of program variables and the program’s AST. Overall, complexity is quadratic in time and space. This approach terminates because we bound the loops to collect probabilistic constraints and run sum-product.

5 EVALUATION

Our main goal is to evaluate the effectiveness of \( \text{Phys} \) in both unit inference as well as unit-inconsistency detection. For that, we address the following research questions:

- **RQ1.** How effective is our approach in physical unit type inference compared to the state of the art?
- **RQ2.** Can our approach detect more unit-inconsistencies compared to the state of the art?
- **RQ3.** How useful are various types of constraints defined in our approach?

We have implemented \( \text{Phys} \) in Python. It relies on a few third-party components: \texttt{Cppcheck} [17] is used to obtain an intermediate
form of a C++ program including a list of tokens, an AST for each statement and symbol tables for variables, functions, and scopes; *libDAI* [20] is used as the probabilistic inference engine. Moreover, as mentioned before, *Phys* utilizes a one-time ‘mapping’ of ROS data structures to physical units provided by *Phriky*. Our code is available for download at https://zenodo.org/record/1310129.

The experimental evaluation is conducted on sample C++ files picked from a large number of ROS-based projects (i.e., robotic software) publicly available on GitHub. We used 90 files for unit inconsistency detection in Section 5.2, and 30 files for type inference in Section 5.1 because of the manual annotation effort. The list of public software is at http://www.ros.org/browse/list.php. The execution time of *Phys* ranges from 1 to 28 seconds for a file with details elided.

For the comparison of *Phys* with the state of the art, we use *Phriky*. The robotics programs that we use for experiments do not come with any physical unit information. In order to determine whether a variable can have a unit and whether an inferred unit is correct, we manually collect the ground truth for all the reported variables in the sample test-suite files. For determining true positive (TP) cases of the reported inconsistencies, we manually examine each inconsistency by reviewing the corresponding source code.

5.1 Physical-Unit Type Inference

In the first experiment, we want to evaluate the ability of *Phys* to infer physical unit types for variables. Note that, we consider only those variables that can have physical units (some variables in robotics software do not represent any physical quantity, e.g., for loop index variable). Plus, variables of `integer` type are assumed to be dimensionless. Since *Phys* reports a ranked list of units for a variable, we consider only the top unit in this experiment.

**Experiment Setup.** We compute results for three categories of variables: 1) variables that *Phriky* could not assign any unit to, 2) variables that *Phriky* assigned an incorrect unit to, and 3) variables that *Phriky* assigned a correct unit to. Note that, *Phriky* sometimes assigns more than one unit to a variable due to the unit-resolution rule of performing union on an addition expression. In that case, if a unioned set contains a correct unit, then the unit assignment is considered as correct for *Phriky*. Also, variables of ROS type, that obtain units from the ‘mapping’, are not included in the result computation. The experiment is performed on a sample test suite of 30 C++ files randomly picked from ROS-based projects.

**RQ1: Results: Unit Inference.** Table 4 summarizes the results. Column ‘Total Vars (#)’ shows the total number of variables of non ROS data types for which *Phys* could infer units. Further, the table presents the count of variables in each category that *Phys* could infer units for in Columns ‘Var (#)’. Columns ‘Var (%)’ show the percentage of a total number of variables in a sample file that the corresponding ‘Var (#)’ accounts for. The accuracy of the unit assignments is shown in Columns ‘TP (%)’. The TP rate is computed as \( TP = \frac{TP}{Var} \), where TP represents the count of true positive unit assignments (not shown in the table for brevity). Observe that, we achieve an overall TP rate of greater than 88% in each category. Also, it can be observed that *Phys* is able to infer units for a lot of variables that *Phriky* cannot. In particular, *Phys* infers units for 783 variables, whereas *Phriky* could assign units to only 302 variables.

**Effect of Constraint Probabilities.** As seen in Section 4.1, *Phys* is configured with the following parameters for constraints: 0.7 for naming, 0.8 for computed-unit and 0.9 for conversion. We performed a couple of additional experiments to study the effect of using different parameters values: 1) Naming probability: *Phys* was evaluated with four values, namely, 0.6, 0.7, 0.8 and 0.9. It was observed that it had negligible impact on unit-inference for the 30-files set; 2) Combination of computed-unit and conversion probabilities: as mentioned before, computed-unit probability is purposely chosen to be lower than conversion probability. Therefore, we evaluated *Phys* with three combinations of values for (computed-unit, conversion), namely, (0.8, 0.9), (0.8, 0.8) and (0.9, 0.8), i.e., lower than, equal to and higher than. It was observed that the TP rate was decreased for the last two combinations in one of the categories of variables (i.e., variables with incorrect units by *Phriky*). The decrease was due to incorrect unit inference for some of the angle variables, which were inferred to be ‘radian’ instead of ‘degree_360’.

5.2 Unit-inconsistency Detection

In this experiment, we evaluate the ability of *Phys* to detect unit-inconsistencies. Note that we consider only high-confidence inconsistencies. An inconsistency is considered high-confidence only if all the units in the inconsistent expression are known (no unknown units for variables, and no constants that may or may not bear an implicit unit). Both *Phriky* and *Phys* can be configured to report only high-confidence cases.

**Experiment Setup.** We compute the TP rate of the reported inconsistencies for both *Phys* and *Phriky*. Due to the substantial manual efforts entailed in identifying the ground truth for variables’ units, we selected only a subset (30 files) of a large number of ROS-based C++ projects as our sample test-suite for the previous experiment. However, it would be interesting to see how *Phys* performs on other files as well. Therefore, we divide the experiment into two parts. In part one, we compute the results for our sample test suite of 30 files used in the previous experiment. We call it the 30-files set. In part two, we compute results for an expanded set of randomly selected sample files. For the selection of the expanded set, we ran *Phys* on 28,484 ROS-based projects’ files available on GitHub. *Phys* reported inconsistencies in 990 files (i.e. 3.5% of files with units). We then randomly selected 60 files for which inconsistencies were reported by *Phys* to form the expanded set.

**RQ2: Results: 30-Files Set Inconsistencies.** Table 5 presents the TP and FP counts for each of the sample files in the 30-files set. The table does not show entries for files that are found to have zero inconsistencies by both *Phys* and *Phriky*. Columns 2-4 show the results for *Phriky*, whereas Columns 5-7 show the results for *Phys*. It can be observed that, though *Phys* has lower TP rate (96.43%) than that of *Phriky* (100%), it has a capability to uncover more inconsistencies. The highlighted rows indicate the cases of inconsistencies missed by *Phriky*, but detected by *Phys*. In particular, the result for the file summit-xl_robot_control.cpp demonstrates the detection of the addition unit-inconsistency described in the motivation section (Section 3). Also, observe that for the file action.cpp, the number of TP inconsistencies by *Phys* is less than that by *Phriky*. However, though less, we found that the root cause of all the those captured inconsistencies is same, and thus, we do not actually miss the case of an incorrect usage of units in this file.
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Table 4: Physical unit type inference by Phys compared with Phriky.

<table>
<thead>
<tr>
<th>30-files set</th>
<th>Inferred units</th>
<th>Variables with no units by Phriky</th>
<th>Variables with incorrect units by Phriky</th>
<th>Variables with correct units by Phriky</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vars (#)</td>
<td>Vars (%)</td>
<td>TP (%)</td>
<td>Vars (#)</td>
<td>Vars (%)</td>
</tr>
<tr>
<td>Perception.cpp</td>
<td>94 67 77.91 95.52</td>
<td>1 100.0 100.0</td>
<td>26 100.0 100.0</td>
<td></td>
</tr>
<tr>
<td>labbot_teleoperation_twist.cpp</td>
<td>3 1 50.0 100.0</td>
<td>0 - -</td>
<td>2 100.0 100.0</td>
<td></td>
</tr>
<tr>
<td>Quadrilopes.cpp</td>
<td>48 22 78.57 100.0</td>
<td>0 0.0 0.0</td>
<td>26 96.30 100.0</td>
<td></td>
</tr>
<tr>
<td>ard_node.cpp</td>
<td>20 1 66.67 100.0</td>
<td>0 - -</td>
<td>16 100.0 100.0</td>
<td></td>
</tr>
<tr>
<td>traj_builder.cpp</td>
<td>105 48 81.36 87.50</td>
<td>6 100.0 100.0</td>
<td>51 100.0 100.0</td>
<td></td>
</tr>
<tr>
<td>motor_and_sensors_controller.cpp</td>
<td>10 7 100.0 57.14</td>
<td>0 - -</td>
<td>3 100.0 100.0</td>
<td></td>
</tr>
<tr>
<td>simulation_functions.cpp</td>
<td>2 1 33.33 100.0</td>
<td>0 - -</td>
<td>1 100.0 100.0</td>
<td></td>
</tr>
<tr>
<td>follow.cpp</td>
<td>9 4 50.0 75.0</td>
<td>2 100.0 100.0</td>
<td>3 100.0 100.0</td>
<td></td>
</tr>
<tr>
<td>motor_control_bc.cpp</td>
<td>16 5 83.33 80.0</td>
<td>0 0.0 0.0</td>
<td>11 100.0 100.0</td>
<td></td>
</tr>
<tr>
<td>placement_wrt_workspace_action_server.cpp</td>
<td>5 5 71.43 100.0</td>
<td>0 - -</td>
<td>0 - -</td>
<td></td>
</tr>
<tr>
<td>interpolater.cpp</td>
<td>11 2 15.58 100.0</td>
<td>6 100.0 100.0</td>
<td>3 100.0 100.0</td>
<td></td>
</tr>
<tr>
<td>colloid_local_planner.cpp</td>
<td>55 42 75.0 88.10</td>
<td>2 50.0 0.0</td>
<td>11 100.0 100.0</td>
<td></td>
</tr>
<tr>
<td>vel_scheduler.cpp</td>
<td>31 14 93.33 71.43</td>
<td>1 100.0 100.0</td>
<td>16 100.0 100.0</td>
<td></td>
</tr>
<tr>
<td>simple_pose.cpp</td>
<td>21 13 81.25 100.0</td>
<td>2 100.0 100.0</td>
<td>6 100.0 100.0</td>
<td></td>
</tr>
<tr>
<td>base_driver.cpp</td>
<td>32 25 96.15 92.0</td>
<td>5 100.0 60.00</td>
<td>2 100.0 100.0</td>
<td></td>
</tr>
<tr>
<td>channel_controller.cpp</td>
<td>65 49 87.50 73.47</td>
<td>2 100.0 100.0</td>
<td>14 100.0 100.0</td>
<td></td>
</tr>
<tr>
<td>odometry.cpp</td>
<td>7 2 50.0 100.0</td>
<td>0 - -</td>
<td>5 100.0 100.0</td>
<td></td>
</tr>
<tr>
<td>viconxbee.cpp</td>
<td>5 4 100.0 100.0</td>
<td>0 - -</td>
<td>1 100.0 100.0</td>
<td></td>
</tr>
<tr>
<td>base_controller.cpp</td>
<td>22 19 86.36 73.68</td>
<td>0 - -</td>
<td>3 75.0 100.0</td>
<td></td>
</tr>
<tr>
<td>trajectory_planner_ros.cpp</td>
<td>49 11 51.25 90.24</td>
<td>2 50.0 0.0</td>
<td>6 100.0 100.0</td>
<td></td>
</tr>
<tr>
<td>summit_xl_robot_control.cpp</td>
<td>104 68 93.15 100.0</td>
<td>23 85.19 100.0</td>
<td>13 92.86 100.0</td>
<td></td>
</tr>
<tr>
<td>summit_xl_waypoints.cpp</td>
<td>7 7 87.50 100.0</td>
<td>0 - -</td>
<td>0 - -</td>
<td></td>
</tr>
<tr>
<td>summit_xl_joint_state.cpp</td>
<td>0 0 0.0 0.0</td>
<td>0 - -</td>
<td>0 - -</td>
<td></td>
</tr>
<tr>
<td>summit_xl_joystick.cpp</td>
<td>3 3 100.0 0.0</td>
<td>0 - -</td>
<td>0 - -</td>
<td></td>
</tr>
<tr>
<td>action.cpp</td>
<td>30 24 68.57 87.50</td>
<td>0 - -</td>
<td>6 100.0 100.0</td>
<td></td>
</tr>
<tr>
<td>twist_marker.cpp</td>
<td>2 2 50.0 100.0</td>
<td>0 - -</td>
<td>0 - -</td>
<td></td>
</tr>
<tr>
<td>twist_max.cpp</td>
<td>2 2 40.0 100.0</td>
<td>0 - -</td>
<td>0 - -</td>
<td></td>
</tr>
<tr>
<td>twist_max_diagnostics.cpp</td>
<td>4 4 100.0 100.0</td>
<td>0 - -</td>
<td>0 - -</td>
<td></td>
</tr>
<tr>
<td>navigating_jockey.cpp</td>
<td>8 5 71.43 100.0</td>
<td>1 100.0 100.0</td>
<td>2 100.0 100.0</td>
<td></td>
</tr>
<tr>
<td>turtlebot_example_node.cpp</td>
<td>13 10 90.91 100.0</td>
<td>0 - -</td>
<td>3 100.0 100.0</td>
<td></td>
</tr>
</tbody>
</table>

Total | 783 | 500 | 76.34 | 89.40 | 53 | 76.81 | 88.68 | 230 | 98.71 | 100.0 |

Table 5: Inconsistencies for the 30-files set.

<table>
<thead>
<tr>
<th>Sample Test-Suite1</th>
<th>Phriky Inconsistencies</th>
<th>Phys Inconsistencies</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total (#)</td>
<td>(#)</td>
<td>TP (#)</td>
</tr>
<tr>
<td>Phriky</td>
<td>Phys</td>
<td></td>
</tr>
<tr>
<td>labbot_teleoperation_twist.cpp</td>
<td>2 2 0</td>
<td>0 2 0</td>
</tr>
<tr>
<td>Quadrilopes.cpp</td>
<td>4 4 0</td>
<td>4 4 0</td>
</tr>
<tr>
<td>ard_node.cpp</td>
<td>6 6 0</td>
<td>6 6 0</td>
</tr>
<tr>
<td>traj_builder.cpp</td>
<td>1 1 0</td>
<td>1 1 0</td>
</tr>
<tr>
<td>motor_and_sensors_controller.cpp</td>
<td>2 2 0 4 4 0</td>
<td></td>
</tr>
<tr>
<td>simulation_functions.cpp</td>
<td>1 1 0</td>
<td>1 1 0</td>
</tr>
<tr>
<td>follow.cpp</td>
<td>0 2 0 2 2 0</td>
<td></td>
</tr>
<tr>
<td>motor_control_bc.cpp</td>
<td>7 7 0 7 7 0</td>
<td></td>
</tr>
<tr>
<td>placement_wrt_action_server.cpp</td>
<td>1 1 0 3 3 2</td>
<td></td>
</tr>
<tr>
<td>colloid_local_planner.cpp</td>
<td>2 2 0 2 2 0</td>
<td></td>
</tr>
<tr>
<td>base_driver.cpp</td>
<td>3 3 0 3 3 0</td>
<td></td>
</tr>
<tr>
<td>odometry.cpp</td>
<td>3 3 0 3 3 0</td>
<td></td>
</tr>
<tr>
<td>trajectory_planner_ros.cpp</td>
<td>0 - - 8 8 0 0</td>
<td></td>
</tr>
<tr>
<td>summit_xl_robot_control.cpp</td>
<td>3 3 0 2 2 0</td>
<td></td>
</tr>
<tr>
<td>action.cpp</td>
<td>3 3 0 2 2 0</td>
<td></td>
</tr>
<tr>
<td>twist_marker.cpp</td>
<td>1 1 0 1 1 0</td>
<td></td>
</tr>
<tr>
<td>turtlebot_example_node.cpp</td>
<td>0 - - 2 2 0 0</td>
<td></td>
</tr>
</tbody>
</table>

Total | 43 | 56 | [100.0%] | 54 | [96.43%] |

Table 6: Inconsistencies for the expanded set.

<table>
<thead>
<tr>
<th>Phriky Inconsistencies</th>
<th>Phys Inconsistencies</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total (#)</td>
<td>(#)</td>
</tr>
<tr>
<td>Unit-inconsistencies</td>
<td>78</td>
</tr>
<tr>
<td>Files</td>
<td>25</td>
</tr>
</tbody>
</table>

RQ2: Results: Inconsistencies for the Expanded File Set. Table 6 shows the summarized results for the expanded sample set. The overall TP rate for Phys is 82.1%. Phys detects 103.3% more inconsistencies compared to Phriky, including every inconsistency that Phriky detects. Phys finds 156 true positive inconsistencies in 45 files, whereas Phriky was able to find only 75 in 24 files.

Also, a number of FPs (34) are reported by Phys. They are generally caused by an incorrect unit inference of some variables, due to the inherent uncertainty modeled into the probabilistic inference approach. Majority of these FPs are caused by variables that are intentionally used to represent two different quantities (i.e. units) in a program, e.g., variable run_vel which is used as both linear velocity and angular velocity. Other causes for FPs include: a) variable with a name reflecting a physical quantity, but used as a scalar (e.g. width); b) controller gain variables, which are used only in the controller equation and may carry implicit time quantity (i.e., it may have any of the ‘second’ or ‘per-second’ units or no unit).

5.3 Constraint Distribution

RQ3: Results: Constraint Usage. Here, we present a study on the types of constraints collected by Phys in our sample test suites. Table 7 presents a count of files for which a particular type of
constraint was collected. It can be observed that dataflow, naming, and computed-unit constraints play a major role in the unit-inference. Also, the other two types, known-symbol and conversion constraints, have been found in a number of files and thus are useful in strengthening the unit-inference.

6 THREATS AND LIMITATIONS

6.1 Threats

Self-labeling. One threat is that this effort uses self-labeled data to evaluate both physical unit type inference and inconsistency detection. To mitigate this threat when labeling physical unit types, we had multiple authors review the type assignments and also used Phys to show inconsistencies when a physical unit type needed correction. To mitigate this threat with inconsistencies, the authors evaluated inconsistencies independently and compared results.

Overfitting. By assuming English and encoding priors for suffixes like ‘speed’ that could mean either linear or angular velocity (different abstract types) there is a threat of overfitting. We mitigate this threat by using a small but general set of suffixes (41 entries) as described in Section 4.1 and observing that we evaluated Phys on 60 random files drawn from 28,484 files with inconsistencies, and observed only few FPs caused by incorrect suffix assumptions.

“Magic” Numbers. We use three predefined confidence values for naming, computed-unit and conversion constraints, respectively. Their values are determined empirically and hence pose threats to our results. Our experiments show that the results are not that sensitive to the values.

6.2 Limitations

False Negatives. The number of false negatives in the dataset is unknown, so we cannot calculate recall. To address this limitation, we will examine evaluating the approach after seeding faults.

Generality. This approach relies on having some initial abstract type information for physical units, in our case the ROS shared message libraries. However, this approach could also leverage some gradual type information from developer annotations. While our evaluation focuses on ROS C++ software for impact, the technique is general for other robotic systems.

7 RELATED WORK

Abstract Type Inference. Guo et al. [6] proposed a dynamic, unification-based analysis for abstract type inference in Java programs to aid program comprehension. Likewise, we infer abstract types based on program interactions, but our work is static and we infer inconsistencies. Ayudante [8] uses dataflow to cluster variables into abstract data types, then leverages a WordNet [18] similarity metric to cluster by variable name; differences between the clusterings are reported as abstract type inconsistencies. Like Phys, Ayudante uses dataflow and variable names, but Phys uses probabilistic reasoning to account for the uncertainty present in using variable names in isolation. Also, we found poor results using WordNet in the physical units type domain without context, since physical units types are highly dependent on a combination of local clues (like ‘speed’ meaning either linear and angular velocity). Ayudante more aligns with a traditional unification-based type systems.

Probabilistic Inference in Software. Dietz et al. used probabilistic inference to localize bugs [5] and we also seek to find bugs. However, our work collects evidence during static analysis while their work collects evidence from program traces. Probabilistic inference is used for type inference [27], specification extraction [4, 16], security [15], and reasoning about approximate computations [19]. We take an inspiration for our approach’s design, in particular, from the work on probabilistic type inference for Python [32]. The difference lies in that we detect physical unit inconsistencies and model hints specific to the problem, such as expression forms and ROS data types. Furthermore, units are not a predefined set and they can be composed by the code. Our technique is hence iterative.

Physical Units in Software. Many efforts have proposed support for physical units with language extensions [1, 11, 12], unit-annotation libraries [30], or dynamic techniques [29]. The tool Osprey [10] detects unit inconsistencies with static analysis by using developer annotations and propagating units through data-flow and constraints, but only works on Java programs. Our work is different from theirs in that we use information available in variable names and apply probabilistic constraints.

We target C++ code written for the Robot Operating System (ROS) [26], a popular open-source middleware. Robot software and ROS programs are used increasingly in both academic and industrial robots [28] and contain many variables measured in physical units. We build on Phriky Units, a lookup table from shared library attributes to physical units, but assign more units to variables by adding additional constraints, allowing our approach to detect more inconsistencies. Further, our approach makes more variable assignments because it applies units after collecting constraints from the whole program, rather than Phriky that only makes a linear scan and cannot go backwards.

8 CONCLUSION

We have presented a novel probabilistic approach for abstract type inference of physical units and inconsistency detection in robotic systems. The approach leverages uncertain hints about variables units such as variables’ names, expression forms, and associated operations to make probabilistic inferences of unit types. We have implemented this approach as a tool Phys. Phys can infer units for 159% more variables than state-of-the-art, leading to the detection of more than 103% inconsistencies without additional developer effort, and with a true positive rate of 85%. In the future, we would like to address the causes for the reported false positives and incorporate more unit hints such as those present in equations that form a robot’s sensing, planning, and control components.

ACKNOWLEDGEMENTS

We thank our insightful reviewers. This research was supported by ONR contracts N000141410468 and N000141712947, NSF awards 1638099, 1526652, 1718040, 1748764, and 1409668. Any opinions, findings, and conclusions in this paper are those of the authors only and do not necessarily reflect the views of our sponsors.
REFERENCES


