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Abstract

Analytical queueing network models for ezpected
message delay in 2-level and 3-level hierarchical-ring
interconnection networks (INs) are developed. Such
networks have recently been used in commercial and
research prototype multiprocessors. A major class of
traffic carried by these INs consists of cache line trans-
fers, and associated coherency control messages, be-
tween processor caches and remote memory modules
in shared-memory multiprocessors. Memory modules
are assumed to be evenly distributed over the proces-
sor nodes. Such traffic consists of short, fized-length
messages. They can be conveniently transported using
the slotted ring transmission technique, which is stud-
ied here. The message delay results derived from the
models are shown to be quite accurate when checked
against a simulation study. The comparisons to simu-
lations include heavy traffic situations where queueing
delays in ring crossover switches are significant for
ring utilization levels of 80 to 90%. As well as facil-
itating analysis, the analytical models can be used to
determine optimal sizes for the rings at different levels
in the hierarchy under specified traffic distributions in
a system with a given total number of processor nodes.
Optimality is in terms of minimizing average message
delay. A specific example of such a design exercise is
provided for the uniform traffic case.

1 Introduction

A main hardware component in a multiprocessor
system is the interconnection network (IN) that con-
nects together processors and remote memory mod-
ules. One such IN structure, hierarchical slotted rings,
is an interesting base on which to build large scale
shared-memory multiprocessors. They have received
a great deal of attention recently, both in academia
[12, 17, 14, 5, 7, 10, 6] and in industry [16, 3, 4]. The
salient features of this class of INs are: (1) the physi-
cal locality of hierarchical rings blends naturally with
that of computational locality of shared-memory mul-
tiprocessing [12, 7], (2) the hierarchical ring structure
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provides natural and efficient broadcasting and mul-
ticasting capabilities that are crucial for process co-
ordination and cache coherence protocols [5], and (3)
hierarchical rings have an inherent and unique capabil-
ity of “diluting” the impact of hot-spot traffic {17, 7].
Nevertheless, a more popular choice for INs seems to
be meshes. This, as noted in [12}, may stem from the
fact that mesh-connected systems are relatively easy
to build using off-the-shelf routers and processors and
have good scalability characteristics. While meshes
have superior scaling characteristics relative to hierar-
chical rings, both of the only two comparative studies
of hierarchical rings and meshes in the literature, one
based on an approximate modeling [6] and the other
based on detailed execution-driven simulations [12],
concluded that hierarchical rings outperform meshes
under some practical workloads. More specifically, [12]
found that hierarchical rings perform significantly bet-
ter than meshes for system sizes up to 121 processors
if the workload exhibits moderate to high memory ac-
cess locality. Even if there is no memory locality, [12]
observed that hierarchical ring systems perform better
than meshes for systems with large cache lines either
if the system is small, or if the global ring has double
the normal bandwidth.

Exact analytical modeling of hierarchical slotted-ring
networks is intractable because of the phenomenon of
“clustering” of occupied slots in the ring as observed
in [11, 1]. As a result, analytical studies of such net-
works have been based on approximation techniques
[11, 1, 17]. With the exception of [17], which analyzed
2-level structures, hierarchical ring structures have not
been studied analytically so far despite the existence of
many analytical studies in the literature on single-level
rings [11, 1]. Paper [17] evaluated the performance of
two-level ring structures under cache-coherent traffic
in the form of hot-spot patterns. It considered the
source removal transmission protocol. Two other re-
cent performance studies on hierarchical ring networks
were based entirely on simulations [7, 12}.

In this paper, we use approximate analytical tech-
niques to model the message delay performance of 2-
level and 3-level hierarchical ring networks that oper-
ate under a destination removal protocol, as opposed
to source removal. The former is more efficient in
terms of network channel utilization and has been em-



ployed in recent research prototypes {15, 14]. We con-
sider both uniform and localized traffic patterns that
are typical of shared-memory multiprocessing appli-
cations. A main objective of the paper is to gain im-
portant insights based on the performance measures
obtained analytically, into the optimal design of hier-
archical ring systems. That is, for a given total node
size and traffic environment, how should one deter-
mine the size of rings on different levels to minimize
the expected message delay?

The paper is organized as follows. Section 2 presents
a description of the hierarchical interconnection net-
work model, including enough structural and oper-
ational detail for performance evaluation purposes.
Section 3 presents message delay models using queue-
ing models to capture the effect of contention. The an-
alytical models developed are validated through exten-
sive simulations and accuracy of the analytical models
is assessed in Section 4. Section 5 addresses the issue
of optimal configuration using the analytical models
developed in Section 3. Finally, some concluding re-
marks and prospects for future work are made in Sec-
tion 6.

2 Hierarchical Ring Networks

The hierarchical slotted-ring IN studied here con-
sists of unidirectional rings, as employed in [3, 4].
Processor node clusters are only connected to local
rings, as shown in Figure 1. Each segment, called
a station, connects one cluster into the ring. The
station switch, S, removes an incoming ring message
into its cluster interface if it is the destination, or
sends the message on around the ring otherwise. This
message-handling protocol is the same as that used
in destination-remove, slotted, Local Area Networks
(LANSs) [11]. A switch introduces a pending transmit
message from its cluster interface into the downstream
station as soon as it observes its own ring input side
to be empty. Ring traffic is thus never blocked. In
the context of memory read/write messages in shared-
memory multiprocessors, operations can be described
briefly as follows. At the destination station, the mes-
sage has priority on the cluster bus. If the target mem-
ory module is free to handle the request, it starts the
operation (a read or a write), and immediately sends
a positive acknowledgment message back to the source
station, where the acknowledgment is removed by the
source station switch. A negative acknowledgement is
returned if the target memory module is busy, and the
read/write request message will need to be tried again
later by the source. If the destination memory mod-
ule is free, a write operation requires a request and
acknowledgement message. A read operation requires
three messages: one to send the read request, an ac-
knowledgement, and a later one from the destination
station to return the requested data. These details
are not actually needed for the network performance
modeling done later, but they explain the use of the
destination-remove protocol in the shared-memory ap-
plication. Efficiency is enhanced if acknowledgements
immediately use the slot vacated by the request. This
operational possibility is modeled in the analytic and
simulation study reported here.

258

The bit width of the local ring is assumed to be
enough to carry full information for a memory word
write message or a two-word reply message to a read
request. This wide-slot format is used in both [3] and

[4).

Figure 1: A 2-Level Hierarchically Structured Multi-
processor

A local ring can be expanded to any desired num-
ber of segments because each station is a regenerative
repeater in the electrical sense. However, from a per-
formance standpoint, message transfer delay will in-
crease linearly, degrading performance. To alleviate
the performance problem, a higher level ring can be
added in the form of a global segmented ring that is
used to interconnect local rings, as shown in Figure 1.
It operates much like a local ring, with its source and
destination stations being local ring interfaces instead
of cluster interfaces. This structure can be extended
to even higher levels. Message blocking can occur at
the crossover switch between two rings. For exam-
ple, in a 2-level system, if a message from a local ring
needs to move up to the global ring at the same time
that a continuing message on the global ring arrives at
the crossover switch, there is contention for the down-
stream link on the global ring, and only one message
can proceed. The other message must be temporarily
buffered in the crossover switch to insure that mes-
sages are never lost in the network. Details wiil be
given in Section 3.2.

3 Contention (Queueing) Model for
Message Delay

In [6, 10] we developed message delay and through-
put performance measures for hierarchical rings in
the light traffic (no contention) situation. While
contention-free models are easy to develop and useful
for rough network comparison purposes, any detailed
evaluation of a network must consider contentions that
occur. Further, only contention models can identify
potential system performance bottlenecks. In this sec-
tion, analytical models will be developed to capture
the effect of contention under the full range of the ap-
plied loads.

3.1 Message Destination Distribution

Applications that run on shared-memory multipro-
cessors will have different patterns of message desti-
nation locality as the processor clusters (containing
one or more processors) make memory read/write re-
quests to remote memory modules. These patterns



may range from situations where a cluster references
mainly only a small number of other cluster memories
(high locality) to situations where references are are
uniformly distributed over all other clusters (low/no
locality). In the first case, clusters that reference each
other often should be located on the same local ring.
Conversely, if such situations dominate, the size of the
local ring in a hierarchical ring network can be cho-
sen to best match the size of the typical locality sets.
If applications tend to have uniform destination dis-
tributions, then for a fixed total number of clusters,
the various ring sizes can be chosen to minimize aver-
age message delay. An example of this network design
optimization is given in Section 5.

In the models to be developed, the following parame-
ters reflect message destination locality. In H2 (2-level
systems), P is the probability that a message is des-
tined for a cluster on the same local ring, with 1 — P
being the probability that it will need to move over
the global ring to a different local ring. In H3 (3-level
systems), Pr, is the probability of a “same local ring”
destination. Pps is the probability that the message is
destined for another local ring attached to the same
intermediate ring; while Pg = 1 — (P + Pyy) is the
probability that the message must move all the way
up through the global ring, eventually moving down
through the hierarchy to a local ring on a different
intermediate ring,.

3.2 Queues in the Network

FIFO queues are associated with each local ring sta-
tion interface and inter-ring interface, as shown in Fig-
ure 2 and Figure 3, respectively. At a station interface,
shown in Figure 2, the message packet at the head of
the queue waits until an empty slot passes by, or a full
slot destined to the local station arrives and the packet
is removed from the slot by the station, at which time
the head packet is transmitted onto the slot. Thus, a
slot is deemed empty if it (1) contains no valid packet,
or (2) contains a packet destined to the local station
and will be removed by it. The transmitted packet
will then travel to its destination station unblocked if
the destination is on the local ring, or to the inter-ring
interface otherwise. At the inter-ring interface, shown
in Figure 3, the packet joins the FIFO queue for the
higher level ring. Once at the head of the queue, the
packet follows similar steps as in the case of a local
station interface; that is, the packet rides on the first
empty slot to join the FIFO queue at another inter-
ring interface connecting down to the destination ring,
or up to a higher-level ring, depending on the desti-
nation. Ultimately, the packet is removed from the
ring by the destination station. Thus, the message
delay, d (see Figure 2), of a packet is the sum of (1)
queueing delays at all FIFO queues on its entire path
from source station to destination station, (2) slot ac-
cess time at all interfaces on its path, that is, the time
between when the packet reaches the head of a FIFO
queue and when it gets an empty slot, (3) slot traverse
time, the total time the packet spends moving through
ring segment slots on its entire path, and (4) a final
time step into the destination station bus buffer.

Part (3) of the message delay is uniquely determined
by the source and destination addresses and the net-
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Figure 3: Structure of Inter-Ring Interface

work configuration, independent of traffic density and
contention. Clearly parts (1) and (2) of the mes-
sage delay capture the effect of contention, and hence
are traffic density dependent. Unfortunately, it is ex-
tremely difficult to model the contention exactly, due
to the dependence among full slots. This dependence,
also known as “clustering of full slots”, has been ob-
served in [11, 1, 17|, where, as traffic intensifies, full
slots tend to cluster together to form “trains” of slots,
as opposed to full slots being uniformly distributed
on the rings. This dependence makes an exact anal-
ysis intractable [9]. A second factor that complicates
the exact analysis is the issue of finite buffers. To
make the analysis tractable and simple, we circumvent
the problems by making two main simplifying assump-
tions. First, we assume that the event of a slot being
full is independent of that of other slots. Second, we
assume the FIFO buffers at all interfaces are infinite in
size. Fortunately, these assumptions have been shown
to be not problematic as shown in [11, 1, 17] and by
our own simulation validation studies.

With the above assumptions, we model the con-
tention in parts (1) and (2) of message delay using
the M/G/1 queueing center model, similar to the ap-
proach in [1] and [17] where source-remove one-level
and two-level rings, respectively, are analyzed. The
key in this method lies in finding the expected ser-
vice time of the M/G/1 service center which mod-
els a particular interface FIFO queue. This expected
service time is effectively the expected time that a
packet at the head of the queue waits before it gets an
empty slot. In what follows we first define the neces-
sary parameters and list assumptions for the analysis
and then give a detailed description of the analytical
model.

It should also be noted that, from the modeling view-
point, there is also a buffer, called a ring link buffer,
associated with each ring link in the system, as shown
in Figures 2 and 3 in narrow bars. It only needs to
have capacity of 1 because:

i) arrivals occur only at discrete time points, and



the associated ring link “server” has a constant
service time of 1 discrete time step; and

this ring link buffer has priority over station FIFO
queues and inter-ring crossover queues in compet-
ing for access to the ring link “server”. This prior-
ity policy is consistent with the implementations
of the NUMAchine {14, 12] and KSR [4].

ii)

We will not need a specific notation to identify these
buflers because their total occupancies can be derived
from ring utilization, which can be calculated directly
from input message traffic and message travel pat-
terns. This will become clear later.

3.3 Definitions and Assumptions

Time is discretized into clock ticks, where one tick is
the time needed for a packet to move between adjacent
slot segments in any ring. The models to be developed
are based on the following system parameters:

1. X: identical traffic arrival rate at each local sta-
tion, i.e., number of independent message packets
per clock tick arriving at a local ring station FIFO
queue.

2. message destination locality in H2 is determined
by probability P as defined in Section 3.1.

message destination locality in H3 is determined
by probabilities P;, and Pjs as defined in Section
3.1

N: total number of local stations in the network.
L: number of stations on a local ring.

M: number of local rings on an intermediate ring
in the case of 3-level ring network.

7. G: number of lower-level rings connected to the
global ring. Note that G = & in 2-level ring
networks and G = ENM in 3-level ring networks.

S o

L

Furthermore, we make the following assumptions:

1. The traffic arrival rate at each station and inter-
ring interface FIFO follows a Poisson process.

2. One message packet can be completely carried by
one slot.

3. A packet is removed from the network by the des-

tination immediately after it reaches the destina-

tion station cluster bus buffer (see Figure 2).

3.4 General Model

The basic idea of this analysis is to solve the M/G/1
queueing model for all FIFO queues (local stations and
inter-ring interfaces), which will give rise to expected
queue lengths at all FIFO queues. We also need ring
utilizations. Using Little’s result [13], these results
can then be used to derive expected message delays as
follows.

Let Q;, 1 < i < N, denote the queue length of
local station S(i), and let Qp_g() and Qg_r(;) de-
note, respectively, the local-ring to global-ring FIFO
queue length and the global-ring to local-ring FIFO
queue length of the inter-ring interface i, 1 < i < J—Z—
for the 2-level ring. Similarly, for the 3-level ring,
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let Qrm—r¢), Qr—m), Qo-my), and Qu_g() de-
note, respectively, the middle-ring to local-ring, local-
ring to middle-ring, global-ring to middle-ring, and
middle-ring to global-ring FIFO queue lengths. Here,
1<i< fand1<j< A Further, let Ur, Up, and
Ug represent the ring utilizations at local, intermedi-
ate, and global rings, respectively. In steady state,
Little’s result applies and the expected message de-
lays for H2 and H3, Ty2 and Tys, are:

Average Number of Packets in System
System Throughput -
— N —
SR Qi+ S E Qi + @r-c())
NA
+(N + %)UL + %’—UG
NA

n
T =
H2 X

—_
—
~—

Average Number of Packets in System
System Throughput -

Tws

S

N ¥4
[Z Qi+ Z(@M~L(i) + ZjL—M(i))
i=1 =1

N
—)UL

+Z(§M_G(i) +Qo_m@)) + (N + 7

i=1
N N N 1
gt pUel my @
In each equation, Y denotes the expected value of the
variable Y, the numerator represents the total popu-
lation (number of packets) in the network, including
all FIFO queues and those in the rings. The latter
quantity, packets in all rings, is derived from the ring
utilizations. The denominator represents the system
throughput. An implicit assumption here is that the
system is non-saturated and in steady state, making
the system throughput equal to the total packet ar-
rival rate.

3.5 Ring Utilizations

In H2 and H3, all local rings have L + 1 links, with
the extra link being needed to incorporate the inter-
ring interface to the intermediate level ring. All global
rings have G links; while in H3, intermediate rings
have M + 1 links, with the extra link incorporating
the interface to the global ring.

Because of the destination-remove protocol, it is easy
to see that, on average, a message traverses half of the
links on any ring it moves over to reach its destina-
tion. This assumes that destinations are uniformly
distributed inside the local, intermediate, and global
sets of messages.

H2: Assuming symmetry over all stations, there are
two types of utilizations: Uy for all local rings, and
Ug for the global ring.

Uy: To derive Uy, consider a period of T time steps.
During this time, there are two sources of traffic onto
each local ring: one from local stations @); and the
other from the global ring through Q¢ _r,. Traffic from



Qi can be further divided into two parts, namely, those
packets staying in the same local ring with probability
P, and those going up to the global ring with proba-
bility 1 — P. They all use (L + 1)/2 links on average.
%hus traffic from @; uses LAT(L+1)/2 links over time

The total traffic from global ring Q¢—r can be cal-
culated as:
G-1

Ag-L = Z

1

L)x1-P)

1) = LA(1 - P),

because 1/(G — 1) of the global packets from each
of the G — 1 other local rings will be destined for any
local ring. Of this traffic, each message uses (L +1)/2
links on average. Total number of links used by this
traffic over T is LA(1 — P)T'(L +1)/2. Since there are
(L + 1T links available over T', we have

LA  IM1~-P) _IX\2-P)

UL 2 2 2 (3)

Ug: Each global message uses G/2 links on average,

and there are GT links available over T'. There are a
total of NA(1 — P)T messages over T', thus

_ G 1 NXM1-P)
Us = NX1-P)T 5 X o7 = 5 4)
Also note that
A-c=Ag-1 = LAX1-P) (5)

H3: As in H2, consider a period of time T. We define
the following locality terms:

“Local”: all source traffic staying on the local ring
with probability Pr;

“Middle”: all source traffic going L - M — L
with probability Pas; and ‘
“Global”: all source traffic going L - M — G —
M — L with probability 1 — P, — Pyy.

Up: Over T time steps, there are two sources of traffic
going onto each local ring: @; and Qpr—r. All mes-
sages from Q;, whether LLL - M- L, orL - M —
G - M — L bound, use (L + 1)/2 links on average.
Thus traffic from Q; uses a total of LAT(L+1)/2 links
over T.

Messages coming down from @ps—; can be divided
into two groups:

i) L - M — L messages from other local rings at-
tached to the same intermediate ring. There are
M — 1 such local rings; and each of them sends
1/(M - 1) of their L -+ M — L traffic to any
particular local ring; and each such message uses
(L+1)/2 links. Hence, over T the number of links
used by these messages are:

Ml (L+1)

A=Y APy (L+1)

= T —
(M-—I)T LAPy >

261

ii) LM — G — M — L messages from all (N/L)—
1 other local rings; and, arguing as in i), over T'
the number of links used by these messages are:

N/L—-1
Bl= ¥ LM1-Py- PL)-2—(—§§/—Z:1_—)T)T
= IA(1— Py - P)TE . L)

But there are (L + 1)T links available over T'. There-
fore, combining link usage from Q; traffic with Al and
B1, we have

B L+1 Al+Bl _LM2-Pp)
Ve = IM——+gipr=— 7 ©
Note that
)\QM—L = >‘QL—M = L)‘(l - PL) (7)

Up: There are two sources of traffic going onto each
intermediate ring: (1) Up from all M local rings at-
tached to it, through each Qr_us, and (2) Down from
the global ring, through QG- Since both L - M
—LandL - M — G > M — L traffic classes use
(M + 1)/2 links, the number of links used by the first
traffic source (1) over T is:

A2 = LMMPy+(1—Py— PL)]T(M; )
= LMA1- PL)T(M;_ D)

The second traffic sourceisthe L - M - G =+ M
— L traffic from other intermediate rings; there are
G — 1 of them, and each one sends 1/(G — 1) of its
global traffic to each other intermediate ring. Each
such message uses (M —1)/2 links. Hence, over T the
number of links used by the second traffic source (2)
is:

G-1

S LMA(L - Py _pyM+Dh 1

2 (G-1)
M +1)

LMAT(1 - Py — PL)ﬁ—-Q-——

But there are (M +1)T links available over T'. There-
fore, combining A2 and B2 we have:

A2 + B2 LM\
Um E R (2—-2P, — Py) (8)

Also note that
)‘QL—M = ’\QM—L

B2

= LA1-P) and (9)

LMA(1 — Py — Pr) (10)

)‘QG—M = /\QM—G

Ug: Over T there are NA\(1 =Py = PL)TL - M —

G — M — L messages, each of which uses G/2 links;
but GT links are available, thus

NX1 - Py, — Py)
Ug 5

(11)



3.6 Derivation of Average Queue Lengths

Now, we need average queue lengths, Q, everywhere,
for both H2 and H3 systems.
H2:

@ : Waiting (queueing) time at a local station, be-

fore getting into the ring link “server” (see Figure 2)
will be zero if the upstream link buffer is empty at the
time the packet arrives at the head of the line (HOL)
position. Service in the first link traversed is counted
in the Uy, part of the @ expression in 1, because tech-
nically, as soon as the HOL entry starts to get service
in the first link, it can be considered that it has been
dropped into the empty upstream link buffer.

If p is the probability that a slot is full AND contin-
uing past the current point, then waiting time for the
HOL message is:

=_P

Y P(1-p)j T

=1

8

Now, applying Little’s Law we get @, = WA, where
W is the average waiting time in queue. When a new
message arrives, it must wait s time units for each
item ahead of it, and then wait s more units. Because
of the memoryless property of the stochastic process,

we have W = s + sQ;. Therefore

@ = (s+ SQ)/\

P

- sA

Qi

1—sX’ for FTEIZ

(12)
Now, p = U, Lk—(}f—Pl, where P is locality. This ex-
pression for p takes into account the fact that a re-
leased slot at either a local station or a inter-ring
switch is allowed to be used immediately. Substituting
this expression of p into 12, we have

— U(L—1-P)A
@ L-Up(L-1~P)(1+)N)
GL-—G(:‘): Similar to local station queue @;, the aver-
age queue length of the inter-ring switch is:
SzAL-G
1-s, )\L—G

(13)

Qr—c) (14)

1—

needed for the following reason. One extra unit must
be added to the waiting time of every message crossing
between rings to denote the step into Q1 _g(;) from the
adjacent ring link buffer (because it is not accounted
for in either Uy, or Ug).

Where s, =1+ ;25 = Lp. This modification to s is

Similar to the @; discussion, p = Ug%}:ﬁ and sub-
stituting in 14, we have
NXp_g
N1 -Ar—¢g) - Ug(N —2L)

@L—G(i) (15)
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Qg-1(;): We have p = PL)/2 because the only traf-

fic continuing on the local ring through the interface
switch is local traffic, leading to

2dg-1L
2—-PLA-2)\g-L

H3: Message destination localities are given in terms
of the probabilities P, Py, and Pg, where Pg =
1 — P, — Py;. In terms of these probabilities, and
using reasoning similar to that used for H2 systems,
the resulting average queue lengths in H3 systems are:

Qa-13) (16)

UL(L—1- Pp)A

@ = LUl -1-P)I+N (17)

Qr-mw M_l/\_QEZ* (18)
1~ Uy~ — Qe

T = TR 09

Qe = TrmE e O

Qo) A9o-u (21)

1= LMAPy/2 = Agyn

3.7 Expected Message Delay

The expressions for ring utilizations and average
queue lengths, developed in Sections 3.5 and 3.6, can
now be used in the general model, described in Section
3.4, to derive expressions for the expected message de-
lay in both the 2-level and 3-level ring structures.

Substituting from expressions 3 and 4 for Uy, and
Ug, from expressions 13, 15, and 16 for average queue
lengths, and from the expression 5 for message rates
Ag-r and Ap_q, into expression 1 for expected mes-
sage delay THo, and performing a number of algebraic
rearrangements and simplifications of terms, leads to:

Tao=T1 + PT5+ (1 —P)(T3 + Ty +T5) +1 (22)

where T = T_X—(le for X = (A\/2)(2—P)(L—1-P),
=121 = “1:NT(11_‘—P)/2‘> T, = _1—L_—_A(§_P)/2’ and

Ts=(L+1)+%.

In this form, T} represents average waiting time in
the local (source) station interface queue, Q;; T% rep-
resents average path length for a local message; T3
represents average waiting time in Qp_g(;) for a re-
mote message moving up from a (source) local ring
to the global ring; T4 represents average waiting time
in Qg_r(;) for a remote message moving down from
the global ring to a (destination) local ring; and Ty
represents average path length for a remote message.
The final “1” term in the T3 expression 22 represents
the time step needed to move a message from the ring



buffer at the destination station into the station in-
terface, as indicated in Figure 2. (This term was not
accounted for in the earlier expression 1 for Tys.)

A similar sequence of substitutions (using expres-
sions 6, 8, and 11 for ring utilizations, expressions 17,
18, 19, 20, and 21 for average queue lengths, and ex-
pressions 7, 9, and 10 for message rates at crossovers)
and algebraic rearrangements and simplifications can
be used to derive the following expression for expected
m(i)ssage delay in 3-level ring structures. The final re-
sult is:

Tus Te + P17 + PM(Ts + To + Tm)

+PG(T8 +Tg+T11 +Tho + T13) + 123)

Expected Packet Delay

- 100
0.0(0% )

+-0.0(9%)

0%

GR Utilization
& % Error
z
»

g
£

EEEEEE RN
Arrivgl Rate (lambda) /.

Figure 4: Comparison between the Model and Simu-
lation for an H2 system where N = 512 and L = 16;
that is, 32 local rings with 16 stations each.
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where Tg = r_—y%mp forY = 3(2—PL)(L—-1-Py),

Tr = &,

T 1

g8 = s
1-[£2(2Ps + Pu)(M — 1 — 524 + LA(Py + Pg))]

Ty = =mo—rpre To = L+ 1)+ 82, Ty =

—rs7z 112 = mrinererrnyys 2d Tis = (L +
I+ (M+1)+GJ2.

As with the Ty, expression 22, each of the terms
in 23 for T3 has an interpretation that is directly
related to the network. Briefly, T represents local
station queueing delay; T7, Tho, and T3 represent path
lengths for local, intermediate, and global messages,
respectively; T3 and T, represent the up-queue and
down-queue delays in switches between local ring and
intermediate rings; and T%; and Tj2 represent up and
down queueing delays between intermediate rings and
the global ring.

4 Validation of the Analytical Models
via Simulations

In this section we validate our analytical model
through extensive simulations. In the simulation
study, reported in [8], an event-driven simulator was
used to study 2-level and 3-level hierarchical ring sys-
tems. All the simulation results presented here have
very small 95% confidence intervals and so these in-

ey PegRE ROt hON for an H2 system are plotted to
show expected packet delay as a function of A and lo-
cality. Since the global ring saturates faster than any
other ring in the system, we also included its utiliza-
tion. We were not able to compare the case of P = 0.2
and X > 0.004 because the system entered saturation
soon after that point. Nevertheless, it is clear from
the figure that our model is very accurate with the
exception of two points where errors of 7% and 14%
occur at global utilizations of 80% and 90%, respec-
tively. This discrepancy can be explained as a result
of our model’s inability to capture the “train effects”
(see Section 3.2) at the near-saturated global ring con-

dFigﬂfe 5 shows a comparison between our model and
the simulations for an H3 system. Consistent with
the case of H2, our model agrees very well with the
simulation. In fact, the agreement in this case is better
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Figure 5: Comparison between the Model and Simula-

tion for an H3 system where N =504, L =7, M = 6,
G =12 and X = 0.005.

than H2. The improved accuracy may be viewed as a
result of the “diluting” effect of the 3-level rings that
alleviates the “train effects”, thus making our model

MOt HifANdbnparison between model and simulation
is shown in Figure 6, again revealing very good agree-
ment except at high global ring utilization levels.

The more important point brought out by Figure 6,
however, relates to the relationship between average
message delay performance and network configuration
at different traffic levels. Consider the following. As-
sume a distribution of message packet destinations
that is characterized by the application, not related
to network configuration. For example, in the uniform
distribution, all processor nodes are equally likely as
destination of a message packet. This presents the
most demanding case for any multiprocessor network.
There is no locality that can be exploited.

Figure 6 shows such a case. N is close to 400 for
all three configurations. As the configurations (L, M,
G) vary, Pr, Py, and Pg, must also vary to properly
reflect a uniform message destination distribution.
,The figure reveals that for light traffic (A = 0.001),
the (L,M,G) = (6,6,11) configuration provides a
lower average message delay than the (10, 10, 4) config-
uration; while for heavy traffic g)\ = 0.005, and global
ring utilizations upwards of 75%), the opposite is true.
In general, we have shown earlier [6] that the config-
uration leading to the lowest maximum distance be-
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Figure 6: Comparison between the Model and Sim-

ulation for three H3 configurations, with a uniform

distribution of message destinations.

tween any pair of nodes (the minimum diameter net-
work) has L, M, and G sizes in proportions 1:1: 2.
This is consistent with the (6,6, 11) configuration hav-
ing the lowest average delay in the light traffic (and
thus low contention) case. Correspondingly, in [12] an
independent detailed simulation study of H3 systems
showed that the best configurations for the heavy uni-
form traffic case (under their method for developing
feasible configurations under heavy traffic) all had rel-
atively small global rings. In particular, they derived
(L, M,G) = (6,3,3) for a particular N = 54 network,
and (12,3, 3) for an N = 108 network. This tendency
is qualitatively similar to our result that (10,10,4) is
better than (6,6,11) for the heavy traffic case.

We will expand on this use of the model in configu-
ration design in the next section.

5 Optimal Configurations

001

Figure 7: 3-D Plot for H2 Delay with NV = 500 and
Uniform Message Destination Distributions

One very important issue in the design of
hierarchical-ring systems is that of configuration. Our
analytical model can predict expected packet ‘delay
accurately. It can now be used to answer the logi-
cal question: What is the best configuration for the
hierarchical-ring network to minimize the average de-
lay, given a particular application-based traffic pat-
tern and system size? A quick answer to this ques-
tion can be very helpful in enabling the system archi-
tect/designer to make sensible design decisions. The
answer to the question may be found by deriving op-
timal values for L in H2, and L and M in H3, that
minimize T2 and Ty3, respectively.

Figure 8: 3-D Plot for H3 Delay with N = 500, A =
0.002 and Uniform Message Destination Distributions

20

Figure 9: 3-D Plot for H3 Delay with N = 500, A =
N.004 and Uniform Message Destination Distributions

The expressions for Ty2 and Tys are closed form
functions of N, L, M, and traffic, which is uniquely
defined by values of A and locality (P, Py, and Pu).
Therefore, if one has some knowledge of the den-
sity (A) and pattern (locality) of the traffic which
the future system will likely be subject to, then for
a given system size (V) it is possible to find val-
ues of L (for H2) and L and M (for H3) that min-
imize T2 and T3, respectively, for given values of
X and application-based traffic locality. In this sec-
tion, we show how expressions 22 and 23 can be used
to find optimal values of L and M. All 3-D plots in
this section were generated using the Maple-V soft-
ware [2]. The design optimization question, as we
have posed it, only makes sense if we are able to
show how the physical network locality parameters
Pp, Py, and Py (= 1 — P — Py), are functionally
related to N, L, M, and G = N/LM, for a given
application-based locality specification. As an exam-
ple, we will deal with the uniform message destina-
tion case here. This is simply the case in which all
other N — 1 nodes are equally likely as message desti-
nations from any particular source node. This traffic
distribution is reflected in the following functional re-
lationships: In H2, P = (L — 1)/(IN — 1); and in H3,
Pp=(L-1)/(N-1), P,y=(M-1)L/(N -1), and
Pg=1-Pp~ Py =(G—-1)LM/(N —1). These sub-
stitutions are made in Tyo and Tys before plotting

- the Maple-V surfaces.
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Figure 7 shows a 3-D plot of T2 as a function of L
and A while the traffic pattern is uniform and N = 500.
In this figure, traffic density A ranges from 0.0005, rep-
resenting light traffic, to 0.004, representing the heav-
ier traffic. As can be seen in the figure, there is an
optimum of L for each A value. For light traffic, L



is optimal near 16, shifting to larger values as X in-
creases.

In Figures 8 and 9 we plot Ty3 as a function of L
and M for A = 0.002 and A = 0.004, respectively,
while keeping the traffic pattern uniform and N =
500. As expected, for each A value there is a pair of
optimal L and M values. In fact, for A = 0.002 the
optimal values for L and M are 6 and 7, respectively;
whereas for A = 0.004 values of 9 and 10 for L and M,
respectively, minimize T3.

6 Concluding Remarks

Network configuration, that is, appropriate choices
for the size of local, intermediate, and global rings, can
be quickly and easily estimated by using the queue-
ing models developed here, without resorting to time-
consuming simulations, assuming that minimizing av-
erage message delay is the important criterion. We
gave an example of such a design study in the pre-
vious section. As we noted, network optimization is
only meaningful relative to a specified traffic inten-
sity and message destination distribution that is de-
termined by the application. In Section 5 we used a
uniform distribution, which is easy to incorporate into
the model. For more general application-based distri-
butions, such as those described in [7], we have shown
in [8] how to incorporate them into a simple model
that is, however, only valid for very light traffic (no
significant contention at crossover switches). We are
currently incorporating the general distribution speci-
fications into the queueing models, enabling wider use
of the models in design evaluations.
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