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Abstract

Many tools and techniques for performing software engineering tasks require control dependence information, represented in the form of control dependence graphs. Worst-case analysis of these graphs has shown that their size may be quadratic in the number of statements in the procedure that they represent. Despite this result, two empirical studies suggest that in practice, the relationship between control dependence graph size and program size is linear. These studies, however, were performed on a relatively small number of Fortran procedures, all of which were derived from numerical methods programs. To further investigate control dependence size, we implemented tools for constructing the two most popular types of control dependence graphs, and ran our tools on over 3000 C functions extracted from a wide range of source programs. Our results support the earlier conclusions about control dependence graph size.

1 Introduction

Many software engineering techniques and tools rely on control-dependence information. Techniques for selecting test data and determining test set adequacy [14], extending data-flow testing approaches [8], generating reduced test sets for programs [11], determining the retesting required after program modifications [2, 4, 5, 10, 15, 16], integrating different versions of programs [13], and performing static and dynamic slicing [1, 3] all use such information. To represent control dependence information, these techniques typically use control dependence graphs. Attempts to scale these techniques to handle large programs are constrained by the memory and disk space required to construct and store the control dependence graphs for these programs.

A worst-case analysis by Cytron et al. [6] shows that the size of the control-dependence graph for a procedure \( P \) can be quadratic in the size of the control-flow graph for \( P \), and hence, quadratic in the number of statements in \( P \). However, in a study using the 61 Fortran routines in Eispack [17] (a set of matrix Eigensystem routines), Cytron et al. found that, in practice, the relationship between control-dependence graph size and program size is linear. A larger study by Cytron, Ferrante, and Sarkar [7] on over 400 Fortran procedures from several popular numerical analysis programs also showed a linear relationship between the size of the control-dependence graph and the number of program statements.

To further study the relationship between control-dependence graph size and program size, we performed studies using a variety of C programs as subjects. For each function in these programs, we recorded the number of executable statements in the function, and the size of control-dependence graphs for the function.
procedure Sums
S1. read i
S2. sum = 0
S3. done = 0
P4. while i <= 5 and !done do
S5. read j
P6. if j >= 0 then
S7. sum = sum + j
P8. if sum > 100 then
S9. done = 1
else
S10. i = i + 1
endif
endif
S11. print sum
endwhile
end Sums

Figure 1: Procedure Sums, its control-flow graph in the upper right, its control-dependence graph with regions in the lower left, and its control-dependence graph without regions in the lower right.

We then performed linear regression analysis to fit a line to the data, and computed the correlation coefficient to determine how well the regression line fit the data. Our results support the earlier conclusion that, in practice, control-dependence graph size is linear in the number of program statements, and suggest that this relationship holds for general-purpose, as well as scientific, programs. In addition, our studies utilized two popular varieties of control dependence graphs; our results show that the linear relationship persists over both varieties of graphs, and that neither variety offers significant space savings over the other.
2 Control Dependence Graphs

A control-dependence graph encodes the control dependencies in a procedure or monolithic program. Control dependence is defined in terms of control-flow graphs and the postdominance relation [9]. Given a control-flow graph augmented with unique entry and exit nodes, and nodes W and V in that graph, W is postdominated by V if every directed path from W to the exit (not including W or exit) contains V.\footnote{This definition of postdominance does not include the initial node on the path; thus, a node never postdominates itself.} For example, Figure 1 depicts procedure Sums in the upper left of the figure and its control-flow graph in the upper right of the figure; labels in the control-flow graph correspond to statement numbers in the program. In the control-flow graph, S11 postdominates all other nodes, P8 postdominates S7, and P6 postdominates S5, P4 postdominates S1, S2, S3, S7, P8, S9, and S10.

For statements (nodes) X and Y in a control flow graph, Y is control dependent on X if and only if (1) there exists a directed path P from X to Y with all Z in P (excluding X and Y) postdominated by Y and (2) X is not postdominated by Y. A control-dependence graph encodes the control dependencies for a program. The nodes in a control-dependence graph represent single statements. The control-dependence graph for Sums is shown in the lower right of Figure 1. A control-dependence graph contains several types of nodes. Statement nodes, shown as ellipses, represent simple statements. Predicate nodes, depicted as squares, correspond to statements from which two edges may originate. Node numbers labeling statement and predicate nodes correspond to statement numbers in the program.

Ferrante, Ottenstein, and Warren [9] give a method for inserting region nodes that summarize nodes with identical control dependencies. The control-dependence graph for Sums with region nodes inserted is shown in the lower left of Figure 1. Region nodes, shown as circles in the figure, group nodes that share the same control dependencies. For example, nodes S7 and P8 are each control dependent on P6-true; region node R3 represents this control dependency.

3 Empirical Results

The objective of our study was to investigate the relationship between program size and control dependence graph size for two popular varieties of control dependence graphs, over a sample population of C functions of various sizes, drawn from a variety of programs. Our hypothesis was that, for these functions, we could demonstrate a linear relationship between program and control dependence graph size, irrespective of the variety of programs involved. Evaluation of the hypothesis required tools for constructing control dependence graphs, and a sample population of C functions.

To construct control dependence graphs, and gather data about those graphs and about our subjects, we used the Aristotle analysis system [12]. Aristotle processes C source code, and computes various types of information for use in code-based analysis tools. One of these code-based analysis tools uses a function's control-flow graph to construct a control-dependence graph with region nodes for the function, following the algorithm given in [9]. We also implemented a tool that takes a control-dependence graph with region nodes as input, and creates the corresponding control-dependence graph without region nodes.
<table>
<thead>
<tr>
<th>Program Name</th>
<th>Number of Functions Analyzed</th>
<th>Avg. Number of Exec. Stmts</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>agrep</td>
<td>62</td>
<td>44.26</td>
<td>Fast grep Unix utility</td>
</tr>
<tr>
<td>aristotle</td>
<td>149</td>
<td>33.46</td>
<td>Aristotle analysis system</td>
</tr>
<tr>
<td>bash</td>
<td>112</td>
<td>13.93</td>
<td>Unix bourne again shell</td>
</tr>
<tr>
<td>finger</td>
<td>65</td>
<td>23.15</td>
<td>Unix finger utility</td>
</tr>
<tr>
<td>gcc</td>
<td>404</td>
<td>24.60</td>
<td>GNU C compiler</td>
</tr>
<tr>
<td>gdb</td>
<td>413</td>
<td>17.82</td>
<td>GNU C debugger</td>
</tr>
<tr>
<td>make</td>
<td>146</td>
<td>28.63</td>
<td>Unix make utility</td>
</tr>
<tr>
<td>miscellaneous</td>
<td>170</td>
<td>15.32</td>
<td>Collection of functions</td>
</tr>
<tr>
<td>player</td>
<td>582</td>
<td>29.70</td>
<td>Player module from Empire internet game</td>
</tr>
<tr>
<td>mcc</td>
<td>182</td>
<td>18.16</td>
<td>Modular and extensible C compiler</td>
</tr>
<tr>
<td>tcsh</td>
<td>130</td>
<td>23.45</td>
<td>Unix C shell</td>
</tr>
<tr>
<td>xvcg</td>
<td>732</td>
<td>37.08</td>
<td>Compiler graph visualizer</td>
</tr>
</tbody>
</table>

As a sample population of subjects for our studies, we collected 3147 functions from a variety of C programs. Table 3 summarizes information about these subjects. For each program, the table lists the program name, the number of functions in that program that we analyzed, the average number of lines of code in the functions analyzed, and a brief description of the program. To calculate the size of functions, we counted executable source code statements only: we did not count blank lines, comments, preprocessor directives, or data declarations.

We offer the following additional descriptions of our subjects. **agrep** is a fast regular expression parser. **aristotle** is a program analysis system – the same system we used in these studies – that provides static and dynamic analyses of C programs; it consists of a user interface, parsers, code instrumenters, and various analysis tools. **bash** is version 1.12 of the bourne again Unix shell. **finger** is version 1.37 of a tool that provides user information. **gcc** is version 2.3.3 of the GNU C compiler; included in gcc are functions that perform tasks such as register allocation and target code generation. **gdb** is version 4.16 of the GNU C debugger. **make** is version 3.68 of a utility that assists in the maintenance, modification, and regeneration of programs. **miscellaneous** summarizes a number of small C programs, such as euclid.c, that have been used as subjects in studies of testing techniques. **player** is one module of the Internet game **Empire**, that we have used in studies of regression test selection techniques. **mcc** [18] is an experimental C compiler written to facilitate evaluation of machine dependent code optimizations. **tcsh** is version 6.04 of a Unix C shell. **xvcg** is version 1.30 of a compiler graph visualizer.

Given the foregoing tools and C functions, we conducted two studies. The first study compared the number of executable statements in each C function to the size of the control-dependence graph, without region nodes, for that function. The second study compared the number of executable statements in each C function to the size of the control-dependence graph, with region nodes, for that function. Sizes of control dependence graphs were measured in terms of the count of total nodes and edges. Each study yielded a set of 3147 ordered pairs. In these pairs, the first coordinate represents the number of executable statements in a function, and the second coordinate represents the size of the control-dependence graph for that function. We plotted these ordered pairs on a scatter graph – one for each study. We used Microsoft Excel to fit regression curves to the data and to calculate the square of the Pearson product moment correlation coefficient, or $r^2$. $r^2$ is a dimensionless index that ranges from zero to 1.0, inclusive, and reflects the extent of the linearity between two data sets. An $r^2$ value of 1.0 indicates a perfectly linear relationship with no noise, whereas an

\[ r^2 \text{ value of 1.0 indicates a perfectly linear relationship with no noise, whereas an} \]
$r^2$ value of zero indicates a random relationship.

Figure 2 contains a scatter graph that shows, for each C function, the number of executable statements versus the size of the control-dependence graph without region nodes. The computed regression line can be represented by the equation $y = 2.0452x - 0.452$, where $x$ is the number of executable statements, and $y$ is the size of the control-dependence graph without region nodes. The square of the Pearson product moment correlation coefficient for the linear regression trendline is 0.9935.

Figure 3 contains a scatter graph that shows, for each C function, the number of executable statements versus the size of the control-dependence graph with region nodes. The computed regression line can be represented by the equation $y = 2.7787x + 6.505$, where $x$ is the number of executable statements, and $y$ is the size of the control-dependence graph with region nodes. The square of the Pearson product moment correlation coefficient for the linear regression trendline is 0.9593.

In drawing conclusions from the above data, although the set of functions analyzed in our studies was inclusive of many types of functions, our results support predictions only for functions whose types lie within our categorical bounds. In particular, our results are supported with confidence only for C functions of at most 200 executable statements; our sample population did not contain a sufficient number of functions above this size to support conclusions. However, the fact that we located only a small number of functions with size above 200 indicates that such functions may be rare in practice.

Given these considerations, our results clearly demonstrate a linear relationship between the number of executable statements in a function and the size of its control-dependence graph. The high square of the Pearson product moment correlation coefficient reflects the high linearity of this relationship. Moreover, these results hold both for graphs that contain region nodes and for graphs that do not. These results support our hypothesis that, in practice, control-dependence graph size is linear in the number of executable statements in a program.
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Figure 2: Scatter graph containing a point for each C function; the horizontal axis represents numbers of executable statements, and the vertical axis represents the sizes of control-dependence graph without region nodes.

Figure 3: Scatter graph containing a point for each C function; the horizontal axis represents numbers of executable statements, and the vertical axis represents sizes of control-dependence graph with region nodes.


