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Outline Iterative improvement searh:

• Hill-limbing

• Simulated annealing
• ...
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Types of Searh (I)

1- Uninformed vs. informed2- Systemati/onstrutive vs. iterative improvement
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Iterative improvement (a.k.a. loal searh)

−→ Sometimes, the `path' to the goal is irrelevantonly the state desription (or its quality) is needed

Iterative improvement searh
• hoose a single urrent state, sub-optimal
• gradually modify urrent state
• generally visiting `neighbors'
• until reahing a near-optimal stateExample: omplete-state formulation of N -queens
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Main advantages of loal searh tehniques

1. Memory (usually a onstant amount)2. Find reasonable solutions in large spaeswhere we annot possibly searh the spae exhaustively3. Useful for optimization problems:best state given an objetive funtion (quality of the goal)
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Intuition: state-sape landsape

evaluation

current
state

• All states are layed up on the surfae of a landsape

• A state's loation determines its neighbors (where it an move)

• A state's elevation represents its quality (value of objetivefuntion)
• Move from one neighbor of the urrent state to another stateuntil reahing the highest peak

B.Y.Choueiry
6

Instrutor'snotes#8
February18,2015



'&

$%
Two major lasses1. Hill limbing (a.k.a. gradient asent/desent)
→ try to make hanges to improve quality of urrent state2. Simulated Annealing (physis)
→ things an temporarily get worse

Others: tabu searh, loal beam searh, geneti algorithms, et.

−→ Optimality (soundness)? Completeness?
−→ Complexity: spae? time?
−→ In pratie, surprisingly good.. (eroding myth)
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Hill limbingStart from any state at random and loop:Examine all diret neighborsIf a neighbor has higher value then move to it else exit

evaluation

current
state

current
state

objective function

state space

global maximum

local maximum

“flat” local maximum

shoulder

Problems: 8

>

>

<

>

>

:

Loal optima: (maxima or minima) searh haltsPlateau: �at loal optimum or shoulderRidge
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PlateauxAllow sideway moves

current
state

objective function

state space

global maximum

local maximum

“flat” local maximum

shoulder

• For shoulder, good solution
• For �at loal optima, may result in an in�nite loopLimit number of moves
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Variants of Hill Climbing

• Stohasti hill limbing: random walkChoose to disobey the heuristi, sometimesParameter: How often?
• First-hoie hill limbingChoose �rst best neighbor examinedGood solution when we have too many neighbors

• Random-restart hill limbingA series of hill-limbing searhes from random initial states
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Random-restart hill-limbing

→ When HC halts or no progress is madere-start from a di�erent (randomly hosen) startingsave best results found so far
→ Repeat random restart- for a �xed number of iterations, or- until best results have not been improved for a ertainnumber of iterations
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Simulated annealing (I)Basi idea: When stuk in a loal maximum allow few stepstowards less good neighbors to esape the loal maximumStart from any state at random, start ount down and loopuntil time is over:Pik up a neighbor at randomSet ∆E = value(neighbor) - value(urrent state)If ∆E>0 (neighbor is better)then move to neighborelse ∆E<0 move to it with probability < 1

Transition probability ≃ e
∆E/T

8

<

:

∆E is negativeT: ount-down timeas time passes, less and less likely to make the move towards`unattrative' neighbors
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Simulated annealing (II)

Analogy to physis:Gradually ooling a liquid until it freezesIf temperature is lowered su�iently slowly, materialwill attain lowest-energy on�guration (perfet order)

Count down ←→ TemperatureMoves between states ←→ Thermal noiseGlobal optimum ←→ Lowest-energy on�guration
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How about deision problems?

Optimization problems Deision problemsIterative improvement ←→ Iterative repairState value ←→ Number of onstraints violatedSub-optimal state ←→ Inonsistent stateOptimal state ←→ Consistent state
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Loal beam searh

• Keeps trak of k states

• Mehanism:Begins with k statesAt eah step, all suessors of all k states generatedGoal reahed? Stop.Otherwise, selets k best suessors, and repeat.

• Not exatly a k restarts: k runs are not independent

• Stohasti beam searh inreases diversity
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Geneti algorithms

• Basi onept: ombines two (parent) states
• Mehanism:Starts with k random states (population)Enodes individuals in a ompat representation (e.g., a stringin an alphabet)Combines partial solutions to generate new solutions (nextgeneration)

+ =
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Important omponents of a geneti algorithm

(a)

Initial Population

(b)

Fitness Function

(c)

Selection

(d)

Crossover

(e)

Mutation
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• Fitness funtion ranks a state's quality, assigns probability forseletion

• Seletion randomly hooses pairs for ombinations dependingon �tness
• Crossover point randomly hosen for eah individual, o�springsare generated
• Mutation randomly hanges a state
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