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Praveen’s talk was divided into these major sections:

1. Configuration spaces

2. Navigation and motion planning

a. Cell decomposition

b. Skeletonization

c. Bounded-error planning

d. Landmark based navigation

e. Online algorithms

We will discuss each in some detail.

Configuration spaces: 

Robotics has continuous state space and robots imitate humans in the degree of freedom. Human’s have seven degrees  of freedom of which they use only six . This was affirmed by Dan.


So this is a framework for designing and planning motion algorithms . Robots have k degrees of freedom which can be stated in real values and the configuration space will be k dimensional. Also C-O   is the free space in which we move around where C is the configuration space and O is the obstacle.


There should be a continuous path for the robot to navigate . Praveen gave an example that there should be no wall as an obstacle between the robot and the hallway, if the robot is headed for it. Here Dr. Choueiry raised a point that if other robots can be an obstacle too, to which Praveen  agreed.


The formula W = C * E states the relation between generalized space W, configuration space and space of all configuration’s E.

There are two types of paths namely:

1. Transit path

2. Transfer path

The former is where the robot’s move freely and the latter is the path where the robot moves an object. Praveen gave an example of Terminator II and stated that the robot should not be like the villain of that movie instead  be like the hero who is solid.

Navigation in W is called a Foliation  and is analogous to the pages of a book where each page is a snapshot of the object. Transit motion is like a film of snapshots and Transfer motion is very difficult to achieve as other objects and the robot both move.

It is suggested to partition W like csp decomposition and then join them together.

Then plan they to w object and robot motions respectively. Praveen gave an example that its easy to watch a game and it is possible that we might commit the same mistakes as the players in real time.

Navigation and motion planning:

Here the top two plans have full knowledge of the environment , the second two have partial knowledge whereas the last has absolutely no knowledge  and so works everything online.

Cell decomposition is of two types:

1. Approximate decomposition

2. Exact cell decomposition

Here F is divided into connected region’s called “ cells”. In approximate method division is approximate either by boxes or rectangles, also path is formed by joining the midpoints of each cell with the midpoints of boundaries of neighboring cells. Cells are decomposed by conservative or reckless decomposition methods.

 The former method is “ sound but not complete” which means if a solution is found it can be mapped back. The latter method is “ complete but not sound” , which means if solution is not found in abstract space then it is guaranteed that there is no solution in ground space. In exact cell decomposition the  coercity of decomposition is determined by landscape and is not predetermined. Critical point is the boundary where the curve is vertical.

Here Dan states that how can we tell whether we are in free space  and for this do we explicitly calculate the functions of the boundary. To this Praveen replied that the robot knows the difference between obstacle and free space

Skeletonization:

It involves collapsing C into one dimensional subset or skeleton. It is simplere than cell decomposition as it has (k+m) configuration space which is collapsed into single space. One region of free space has one skeleton S and it should have a connected piece within each connected region F, and that it should be easy to compute a path from any  point p.

Skeletonization has three methods:

1. Visibility graphs

2. Voronoi diagrams

3. Roadmaps

In the first method edges are placed if vertices can see each other. To this Amy asked , what if start doesn’t see goal, then Rob added that if we know S and G we can plot in our graph and search. The second method involves a concept called “voronoi points” which are equidistant from two or more obstacles  and the height of the terrain is zero at the boundary with the obstacle. And finally the last method is considered the best , it has

1. Silhouette curves 

2. Extension curves

The former are local extrema in Y of slices of X whereas the latter is extrema’s of distance from obstacles in slices X = c. Here Dan states that what if we have more dimensions, to which Praveen says that it will be more complex. Roadmap gives shortest path than voronoi because instead of following curves , it uses the linking curve.

Bounded-error planning:

It is used for planning small precise motions for assembly and the values returned by sensor’s and actuator’s are not exact. It has got two commands , motion command  at which the object moves and termination command at which it stops. Here plans are designed for worst case i.e uncertainty is broken into plans and the plans work for all outcomes. Here Cory talked about 3-d space , to which Praveen said that as complexity increases , so does the decomposition.

Landmark based navigation:

In this method the landmark is surrounded by a field of influence, outside which the robot is unsure about its position. So the method is to make cone of uncertainty for each landmark and look for the intersection with FOI, thus the lost robot can find its location. Also it is suggested that the room should be labeled at a certain height so that the robot can read it and find its location. Here Dr. Choueiry asked how it draws cones and orients it, to which Praveen said that the angles come from uncertainty. 

Online algorithms:

It is very fast and simple. Everything is computed in real time as it has no knowledge of environment. Competitive ratio tells which algorithm is better than the other and it is the ratio of the worst path and the shortest path. The robot should know the location of the goal in all the above algorithms .

Students comments

	Tibor
	Q: In real world we don’t know the exact locations and resources

A: We make an assumption in this case and try to design robots with no memory, cpu nor reasoning.

	Dan
	Six variable vector would require more complex algorithm as in a higher dimension vector space

	Cory


	Sounds like good application for intelligence without representation and I like complete but not sound algorithms.

	Rob
	Prediction is difficult unless thy goal emits signals and that it is likely that a path becomes obsolete once it is chosen. Also how do we now the boundary’s of hidden objects.

	Lin xu
	Graph on page 11 does not show shortest path and what will happen if we don’t know the goal.

	Amy


	Environments don’t seem to be useful as robots which have sensory inputs as described by Rodney Brooks and that the FMP requires fully specified environment .




