CSE 976: Scribe notes of the discussion of Monday, March 4, 2002.

“Constraint Propagation Algorithms for Temporal Reasoning,” 

by Marc Vilain and Henry Kautz (AAAI 1986) 

Scribe: Praveen Guddeti

The Instructor began the discussion on temporal reasoning by commenting that we saw the Allen’s paper in the last class. In that paper Allen presented 13 relations that hold between intervals. An important property of these relations was that of mutual exclusion, that is only one of those relations could hold true between a pair of intervals. Given these relations and a set of intervals we can formulate a CSP. In this CSP the relations formed the constraints between the intervals, which were the variables. But a naïve formulation of the CSP will give a complete graph. To reduce the number of edges in the graph Allen uses a Reference Interval. By the use of Reference Intervals we can restrict the effect of the propagation to those intervals that share a common reference interval and localize the effects of the addition of new intervals and constraints they get added to the CSP. After forming the CSP we run the constraint propagation algorithm given in the paper to get a solution. But actually this algorithm only serves to tighten the constraint in the CSP, and may not solve it. This constraint propagation algorithm is similar to the path consistency algorithm, has O (n3) complexity and is complete and sound (i.e., with respect to the task of achieving path consistency) but on its own cannot give a solution. Thus the method given to solve the temporal reasoning CSP is sound but not complete (i.e., for the task of solving the CSP or finding whether it is consistent). The important contributions of Allen’s paper are:

1. Temporary relations are relative and do not have any absolute sense of time.

2. The model allows uncertainty.

3. The model has a way of maintaining the present.

4. The model has a way for persistence of intervals.

Next we moved on to the discussion of Marc Vilain and Henry Kautz’s paper. Xu Lin began the discussion by giving a very good presentation of this paper.

Xu Lin’s Presentation: 

He began by giving us an overview of the different temporal representation schemes. One of the schemes was that of Allen’s algebra of temporal intervals. This work of Allen was a seminal work in this area.

The result of Marc Vilain and Henry Kautz’s paper showed that:

1. Determining consistency of statements in interval algebra was NP-hard.

2. Allen’s polynomial-time algorithm is sound but not complete.

3. Constraint propagation in time point algebra is sound and complete having O(n3 ) time complexity and O (n2 ) space complexity.

4. A restricted from of the interval algebra can be formulated in terms of the time point algebra and constraint propagation is sound and complete in this fragment.

Allen’s interval algebra has 213 possible relations, but all of these relations can be expressed in terms of 13 simple relations. 

( Here Cory raised a question as to what is the difference between “starts” and “during” in the diagrams of relations? Are the diagrams just drawn badly? The Instructor answered that graphics was not so advanced during those days. 

( After this, Xu Lin asked a question as why there were 213 possible relations? The reason being that there are only 13 simple relations and each relation is between a pair of intervals.

If the relation between two intervals is completely defined than the relation is a unique, simple relation, otherwise we have a relation vector. Relation vectors are disjunction of simple relations. There are two operations defined over relation vectors: addition and multiplication. 

· The addition operation is defined between two vectors that apply to the same pair of intervals. The addition operation is just the intersection of these vectors.

· While multiplication operation is defined between two vectors that apply over three intervals. Given a vector between the first and second interval and another vector between second and the third we can infer the relation between first and third interval by use of the multiplication operation. 

The result of addition and multiplication between two vectors is obtained from the tables given by Allen. 

( Here Shabbir and Cory had a question as to how did Allen get these tables? The Instructor replied that the addition was just the intersection of intervals, while multiplication was the union of the Cartesian product of the relations in the vectors. 

( Here the Instructor asked what is the name of the equivalent operation in CSP for multiplication? The equivalent operation is called composition and was answered by me.

Next, Xu Lin explained the closure in interval algebra. Theorem 1 states that time complexity of Allen’s constraint propagation algorithm is O (n3). It is sound but it is not complete for determining the consistency of statements in the interval algebra.

Determining the closure of interval algebra is NP-hard. Theorem 2 states that determining the satisfiability of a set of assertions in the interval algebra is NP-hard. While theorem 3 states that determining the satisfiability of assertions in the interval algebra and determining their closure are equivalent.

The consequences of this intractability in interval algebra are either we limit it to small databases or accept the incompleteness of the polynomial-time constraint propagation closure algorithm or we choose an alternative temporal reasoning representation.

The alternative temporal reasoning representation used in this paper is time point algebra. In this algebra we have only three types of relations: precedes, same, and follows. 

Since there are only 3 simple relations the total number of possible relations in a vector are 23.

To compute the closure in the point algebra we can directly adapt the constraint propagation algorithm of interval algebra. But for the case of time point algebra, this algorithm is sound and complete.  

The paper provides a table for addition and multiplication operations in point algebra. Here Xu Lin pointed out that addition and multiplication on same relations gives the same relation.

But time points by themselves are not sufficient to express all what one may want to say in natural language. Many interval relations, but not all, can be encoded into point algebra. This is because time point scheme is a conjunction of relations, unlike interval scheme. Hence point algebra is tractable while interval algebra is (likely) intractable. This is also the reason why time point algebra can represent all unambiguous relations and some ambiguous relations but not all.

The paper states that the consequences of all these results is that we need to understand computational advantages and disadvantages of different representation languages and the need to compromise between expressiveness and tractability.

Xu Lin ended the presentation by asking if we had any questions. 

( Amy had a question as to why the determination of the satisfiability of a set of assertions in the interval algebra is NP-hard?

Here the Instructor said that whoever explains the transformation of  3-SAT into the problem of determining the satisfiability of a set of assertions in the interval algebra  will get a bonus.

With this the presentation of Xu Lin ended and we moved on to general discussion of the paper.

Questions and comments:

· Tibor: Why can only a restricted from of the interval algebra be formulated in terms of the time point algebra?

Xu Lin: The reason being that point algebra is a conjunction of relations, unlike interval scheme. So all those fragments of interval algebra that are unambiguous can be represented as point algebra while only a few types of ambiguous relations can be represented as point algebra.

· Cory: Allen’s paper prefers time algebra while this paper does not prefer any one method to the other.

· Dan: When did the AI community begin to understand and appreciate the computational advantages and disadvantages of different methods and formalisms?

Instructor: Around the mid 80’s the AI community began to give more scrutiny to the computational needs of different methods, during the AI Winter, when simple methods were not scaling up. 

· Rob: If we have relation vector of “before or after” then why don’t we replace it with “not equal to” vector.

Instructor: Yes, but this does not change the processing.

· Praveen: The strategy of using incomplete but polynomial algorithms is good and is in tune with stochastic methods that are used in solving CSP’s.

Instructor: We cannot compare the constraint propagation algorithm of time interval algebra to stochastic methods because stochastic methods have exponential complexity while constraint propagation algorithm of time interval algebra has O (n3) complexity.  The goal of the former is to solve the CSP, while the goal of the latter is merely to filter out some inconsistent alternatives (but likely not all).

