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Abstract. The constraint propagation process is a powerful tool for
solving constraint satisfaction problems (CSPs). We propose a filter-
ing technique which exploits at best this tool in order to improve the
pruning e�ciency. This technique, combining domain partition and arc
consistency, generalizes and improves the pruning e�ciency of the arc
consistency, and the singleton arc consistency filtering techniques. The
presented empirical results show the gain brought by this technique.

1 Introduction

Constraint Satisfaction Problems (CSPs) involve the assignment of values to
variables which are subject to a set of constraints. Filtering techniques are
important for solving CSPs. Arc consistency (AC) filtering is widely used in
practice because of its simplicity and its low space and time complexities. In
the last years some classes of filtering techniques have been proposed in or-
der to improve the pruning e�ciency of AC, such as the Singleton Arc Con-
sistency (SAC) [Debruyne and Bessière 1997], the Neighborhood Inverse Con-
sistency (NIC) [Freuder and Elfe 1996], the Restricted Path Consistency (RPC)
[Berlandier 1995], the Circuit Consistency (CC) [Bennaceur 1994]. The objective
of all these techniques is to improve the search solutions by filtering more values
than AC while still keeping the advantages of AC. An experimental comparison
between these techniques is given in [Debruyne and Bessière 1997]. We propose,
in this paper, a new filtering technique called k-Partition-Arc Consistency (k-
Partition-AC) having the same objective as the above techniques and improving
the pruning e�ciency. Given an arc consistent CSP, our filtering technique di-
vides the variable domains into disjoint sub-domains in order to build a set of arc
inconsistent CSPs. The filtering of these CSPs by arc consistency may remove a
common set of values from each CSP. We show that these values are inconsistent
in the original CSP (see property 2).

We illustrate this technique on the following simple example. Figure 1 shows
a CSP P , with five variables and five constraints, represented by its constraint
graph. We can easily verify that P is arc consistent. By partitionning the domain
D1 into D1

1 = {v1, v2} and D2
1 = {v3, v4}, P is decomposed into two CSPs P 1

1
and P 2

1 such that P has a solution if and only if P 1
1 or P 2

1 has one. Note that
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both P 1
1 and P 2

1 can be filtered by arc consistency. The value v1 of X4 is arc
inconsistent both in P 1

1 and P 2
1 , so using property 2 of section 3, we deduce that

this value is also inconsistent in P .
This example shows how our method exploits the advantages of the constraint

propagation process. We remark that, both in P 1
1 and P 2

1 , the value v1 is detected
arc inconsistent after using the constraint propagation process. k-Partition-AC
is based on the main idea in order to increase the pruning e�ciency of arc
consistency: any common inconsistent value of the CSPs obtained by the domain
partition is also inconsistent in the original CSP.
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Fig. 1. Example

2 Combining Domain Partition and Arc Consistency

We denote by P |Di Dj
i
, (Dj

i ⇢ Di), the CSP obtained by restricting the domain

Di to Dj
i in P . Let P = (X ,D, C,R) be an arc consistent CSP and Xi be a

variable of P . Given a partition (D1
i , D2

i , . . ., Dh
i ) of Di (h  di), P can be

decomposed into h CSPs P 1
i , P 2

i , . . ., Ph
i , h  di, where each CSP P j

i 1  j  h
is defined by

– P j
i = (X j ,Dj , Cj ,Rj)

– X j  X
– Cj  C
– Dj  {Dj

r, 1  r  n} where Dj
r =

⇢
Dr if r 6= i
Dj

i (Dj
i ⇢ Di) otherwise.

– Rj  {Rj
rs, 1  r < s  n} with Rj

rs =
⇢

Rrs if r 6= i and s 6= i
Rj

rs

T
(Dj

r ⇥Dj
s)otherwise.
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Note that:
Sh

j=1 Dj
i = Di and Dj1

i

T
Dj2

i = ;, 1  j1 < j2  h. It is clear that
the CSPs P 1

i , P 2
i , . . ., Ph

i may be arc inconsistent. The following results supply
a su�cient condition for a value to be inconsistent in P .

Property 1. Let v 2 Dj
i , 1  j  h. If v is an arc inconsistent value in P j

i , then
v is an inconsistent value in P .

Property 2. Let v 2 Dr (r 6= i). If v is arc inconsistent in each CSP P j
i , j =

1, . . . , h, then v is an inconsistent value in the original CSP P .

Given a partition P in ki (ki  di) sub-domains {D1
i , D2

i , . . . , Dki
i } of each Di

(1  i  n) such that the size of each {Dj
i } is bounded by a constant k  di, we

have:

Definition 1. A binary CSP is P-k-arc consistent if and only if 8Xi 2 X,
i = 1, . . . , n :

– Di 6= ;;
– 8Dj

i ⇢ Di, 1  j  ki, the CSP P j
i = (P |Di Dj

i
) is arc consistent 1. ;

– 8v 2 Dr, r = 1, . . . , n r 6= i, 9P j
i = (P |Di Dj

i
) in which the value v is arc

consistent.

2.1 Analysis

The technique k-Partition-AC divides a variable domain into disjoint domains,
each of them contains at most k elements. The simple way is to divide a domain
into singleton sub-domains. Otherwise, many questions can be set here, as what
is the size of each sub-domain ? if the size of a sub-domain is known, what are the
values that we put in ?. For the moment our aim here is to show that the domain
partition combined with a filtering technique as arc consistency can increase the
e�ciency of these techniques by performing a few more of consistency checks.
k-Partition-AC removes a maximum number of values when all the domains are
divided into singleton sub-domains. In this particular case, k = 1, (all the sub-
domains Dj

i are singleton), property 3 shows that 1-Partition-AC removes at
least the set of values suppressed by SAC2.

Property 3. Let P be a binary CSP. If P is 1-arc consistent then P is singleton
arc consistent. Conversely if P is singleton arc consistent, P is not necessary
1-arc consistent.

Proof. According to the definition 1, in the particular case, k = 1, (all the sub-
domains Dj

i are singleton), any 1-arc consistent value is singleton arc consistent.
But the reciprocal is not true, see the example in Figure 2 providing a SAC
1 The definition is here restricted to arc consistency. Naturally, the domain partition

may be combined with any filtering concept as the restricted path consistency for
instance.

2 A binary CSP is singleton arc consistent i↵ 8Xi 2 X, Di 6= ; and 8vr 2 Di

P |Di {vr} is arc consistent.
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and not 1-Partition-AC CSP. Let us consider the following CSP P where: X =
{X1, X2, X3, X4}, D1 = {v1, v2, v3}, D2 = {v1, v2}, D3 = {v1, v2, v3} and D4 =
{v1, v2}. The constraints are defined by the relations of Figure 2. Note that there
is no constraint between X2 and X4:

We can verify that P is singleton arc consistent, since except the value v1

of D4, all other values of D1, D2, D3 and D4 participate in a solution of P .
Moreover P |D4 {v1} is arc consistent. On the contrary, P is not domain arc
consistent, since by partitionning the domain D1 into singleton sub-domains
D1

1 = {v1}, D2
1 = {v2} and D3

1 = {v3}, P is decomposed into three CSPs P 1
1 ,

P 2
1 and P 3

1 . The value v1 of X4 is arc inconsistent in P 1
1 , P 2

1 and P 3
1 , then we

deduce that this value is 1-arc inconsistent in P .
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Fig. 2. Table of relations

3 Computational Experiments

This section provides experimental tests on the performances of the k-Partition-
AC filtering technique. We have implemented the particular case 1-Partition-
AC, using the AC6 algorithm [Bessière 1994], the algorithm k-Partition-AC and
detailled experiments are described in [? ].

The experiments were performed over randomly generated problems using the
random model proposed in [Hubbe and Freuder 1992]. We have randomly gen-
erated a list of problems according to the following values of the parameters: the
number of variables n=100, the domain size d=10, the constraints tightness (the
proportion of forbidden value pairs between two constrained variables) pu = 0.5
and the graph connectivity (the proportion of the existing constraints) pc varying
in [0, 1]. The performance measure is the ratio R = number of consistency checks

number of removed values .
For each problem type (pc fixed) 50 instances were tested. Results reported so
far represent the average of the ratio R over the 50 problems for each of the
algorithms.

We first compare the behavior of k-Partition-AC relatively to the basic arc
consistency filtering AC6 in order to show the impact of k-Partition-AC on arc
consistent CSPs (Figure 3). The figures 3 and 4 provide comparing results of our
filtering technique and the singleton arc consistency technique.

The experimental results comparing 1-Partition-Arc Consistency with the
Arc Consistency and the Singleton Arc Consistency show that the pruning e↵ect
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Fig. 3.
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is considerably improved and that 1-Partition-AC outperforms SAC on all tested
problems.
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