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ABSTRACT

Acoustic communication typically dominates the power us-
age in underwater sensor networks. As networks underwa-
ter have very limited recharging capabilities, this challenges
the network’s ability to communicate collected data. To
balance these conflicting needs, we utilize a sensor network
platform with underwater acoustic communication, surface
level radio communication, and a depth adjustment system
to switch between them. Nodes determine if they should
surface to communicate by approximating the network en-
ergy usage and data latency given the data transmission
size. For a given path, we develop and examine a set of al-
gorithms to select the nodes to rise to communicate the data
via radio across the network while taking energy usage into
account. We perform a preliminary analysis of the methods
and show that for typical networks greedy approaches are
nearly as good as centralized approaches, yet require mini-
mal communication overhead and only local information.

1. INTRODUCTION

Underwater sensor networks face energy challenges in en-
suring continued performance and the key drain on energy
is communication. However the need to transmit collected
data operates in direct conflict with this challenge. Others
have utilized data muling or avoided communication by sim-
ply storing data. In this paper, we propose a multi-modal
communication approach that leverages a novel depth ad-
justment system, developed in our prior work [7], that al-
lows the sensor nodes to surface to send data using radio.

Our approach allows the sensor nodes to utilize two differ-
ent communication methods: acoustic for in-water control
and radio for data transfer at the surface. Nodes compute
the cost trade-off based on the amount data they need to
send and the cost of surfacing. When a node determines
that it has sufficient data for surface communication, it uses
the acoustic modems to tell nodes along the path to surface
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Figure 1: Example where only a subset of nodes
must surface to create a radio link between nodes
on the left and right.

to create a radio link as shown in Figure 1. The surface
route will differ from the acoustic route due to differing
communication ranges, so the nodes along the route must
first determine which nodes should surface. These nodes
surface together, communicate the data, and then descend
back to optimal sensing locations.

In this paper, we focus on determining the best subset
of nodes along the acoustic route that should surface to
participate in the radio communication. We examine the
tradeoff between local greedy algorithms and their central-
ized, optimal counterparts for minimizing energy usage and
minimizing hop count. We find that while there are cer-
tainly configurations that cause the greedy algorithms to
perform poorly, for typical networks the greedy approaches
work well, require minimal overhead, and utilize only lo-
cal information. This motivates our future work where we
are examining more realistic cases with many sources and
sinks of data as well as overlapping communication routes.
In these, the optimal radio routes will likely contain nodes
not on the acoustic path; still we hope to show that similar
greedy approaches also perform well in these systems.

This paper has the following format. Section 2 describes
related literature, Section 3 outlines the AquaNode plat-
form and its communication modalities, and Section 4 ana-
lyzes the communication systems. Section 5 then introduces
our algorithms for link selection, which Section 6 validates
through simulation. Section 7 concludes the paper.
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Figure 2: AQUANODE sensor node platform overview.

2. RELATED WORK

Many underwater sensor networks leverage surface nodes

for long-range, high-throughput communication channels [2].

For instance, the US Navy deployed a system called Sea-
Web [9] to test deployments of multi-node underwater net-
works with static and mobile nodes. SeaWeb had a number
of radio/acoustic (“Racom”) nodes at the surface that could
communicate both acoustically and with radio to satellites,
ships, or shore. These Racom nodes also had the advantage
of anchoring localization systems since they have access to
GPS. Using a surface gateway node is one of the more prac-
tical methods to obtain information from an underwater
network [5]. Where to place surface gateway nodes to mini-
mize energy and end-to-end delay given a set of underwater
nodes with known positions has been examined using inte-
ger linear programming [12]. With these types of systems,
the overall bandwidth of the system is limited by the acous-
tic channel, since all nodes need to transmit acoustically to
a radio gateway node. Another option for obtaining data
from an underwater sensor network is to use an underwa-
ter vehicle to collect the data. Underwater gliders surface
periodically and send data collected along their trajectories
from underwater sensor network back to land [4].

Our system differs from these in that our underwater
nodes can choose to surface to send large sets of data them-
selves or to act as a relay for other nodes. This has the ad-
vantage of eliminating the acoustic channel bottleneck, but
has the drawback of requiring significant energy to surface
and surfacing also removes the node from its desired depth
for sensing. In this paper, we explore various approaches for
choosing surfacing to minimize latency and energy usage.

We also examine greedy approaches for determining the
nodes to surface and compare these to optimal methods.
The greedy approaches are similar to greedy geographic
routing approaches which are near optimal in dense net-
works; varying approaches exist to improve the performance
in more challenging environments [3, 10]. These approaches
focused on homogeneous communication on land-based net-
works. The performance of these approaches motivates
this paper’s analysis of the performance of two greedy ap-
proaches as applied to our underwater sensor network.

3. AQUANODE OVERVIEW

The AQUANODE system is a flexible underwater sens-
ing and communication system and is shown in Figure 2.
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Figure 3: Depth adjustment mechanism details.

We previously described the development of the hardware,
electronics, communications systems, and dynamic depth
adjustment system for the AQUANODE underwater sensor
network system [6, 7, 8]. In the following subsections, we
summarize the base AQUANODE system including the depth
adjustment attachment and the communication systems.

3.1 Base System

The AQUANODE is cylindrically shaped with a diameter
of 8.9cm and a length of 30.5cm with the depth adjustment
mechanism. It weighs 1.8kg and has a buoyancy of 200g.

The AQUANODE has three separate onboard processors.
At the lowest level, it has a power efficient AtMegal64p
processor for managing sleep modes and interfacing with
low-power sensors. This processor can turn on the high-
level 60MHz, ARM7 LPC2148 processor, which coordinates
and controls the overall node and communicates with other
nodes. In addition, our acoustic modem has a 600MHz
Blackfin BF533 fixed point DSP processor. All of our nodes
have water pressure (for depth) and temperature as well
as underwater connectors to allow for a variety of other
environmental sensors.

The AQUANODE has an on-board 60WHr Li-Ion battery.
This is sufficient for 2 days of regular acoustic communi-
cation, 2 days of continuous motion, 2 weeks of continuous
sensing, or up to a year of standby time. The desired de-
ployment time can be achieved by varying the degrees of
sensing and communication.

Typically, AQUANODES are moored to an anchor and float
in the water mid-column. With the addition of the depth
adjustment system, shown in Figure 3 (system inverted for
visibility), the AQUANODES are able to dynamically adjust
their depth in water of up to 50m deep. The depth ad-
justment system allows the AQUANODES to change depth
in water with a speed of 2.4m/min and uses approximately
0.6W when in motion.

3.2 Communication Systems

In this section we detail the acoustic and radio systems
used in the underwater sensor nodes.

Acoustic Modem: The acoustic modem on the AQUAN-
ODE platform is a custom design. The hardware and signal
processing in the acoustic modem the AQUANODES use was
developed jointly in prior work with Iuliu Vasilescu [8, 11].
In general, the acoustic modem has a maximum range of



about 400 meters and typical working range on the order
of 100 meters.

At the modem’s core is an Analog Devices Blackfin BF533
fixed point DSP processor running at 600MHz. The acous-
tic modem uses a frequency-shift keying (FSK) modulation
with a 30KHz carrier frequency. The physical layer trans-
mission speed is 300 bits per second.

The MAC layer is a self-synchronizing time division mul-
tiple access (TDMA) scheme. Each acoustic modem is given
a time slot during which it is the master and controls com-
munication during that slot. The slots are each 4 seconds
long and further divided into a master and slave portion.
During the master portion of the slot, the master node can
transmit a 16 byte packet. A slave, specified by the master
during its transmission, can respond during the second half
of the slot with a 16 byte packet.

Typically, if there are N acoustic modems, there are N
communication slots. By default, node i will own slot 1.
This means that each node is master every 4N seconds.
For typical deployments of 10 nodes, each sensor is master
every 40 seconds. The acoustic modems also have the abil-
ity to give and take slots remotely over the acoustic channel.
Thus, a single node may have zero, one or many slots.

Radio Modem: The AQUANODE also contains an off-the-
shelf Aerocomm AC4790 radio [1]. It has a 1W transmit
power and operates on the 900MHz band. The claimed
range of the radio is 32km; however, in our experiments, the
radio achieved at most 3km and typical range was 100m.
The radio has its own internal packet structure. Nodes
can send messages either via broadcast or directed to spe-
cific receivers. In the directed mode, the radio will retrans-
mit up to a fixed number of times until it receives an ack
for that packet from the receiver. In our system, we typ-
ically use broadcast mode so other nodes can snoop in on
packet transmissions. In this mode, the radio transmits
each packet multiple times (set to 6 in our case). The radio
simulates a full-duplex link by using fixed-length time slots
for transmission. An individual radio transmits in half of
the time slots at most. This reserves time for responses.

4. COMMUNICATION ENERGY
AND TIME ANALYSIS

The amount of energy used by underwater sensor nodes
is critical to the longevity of the system. It is extremely
difficult to recharge devices underwater and it is not feasible
to regularly replace batteries or devices. In this section, we
examine the amount of energy and time used by the two
communication systems. We determine the cutoff point for
a given network configuration where it is more efficient to
surface and use the radio to transmit data back to shore.
In our prior work [8], we also investigated a short-range
optical communication system that enables an underwater
robot to go to individual AQUANODES to download data.
In this paper we do not consider the optical communication
system since it requires an underwater robot for operation.

4.1 Acoustic and Radio Energy Analysis

In this section, we compute the energy usage of the acous-
tic and radio modem. Since the radio requires surfacing, we
also consider the energy required to move the node to the
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surface. The energy usage numbers are theoretical, how-
ever, our computations use realistic numbers that match
our empirical energy usage.

The acoustic modem has a maximum transmission power
of about 10 watts. However, it typically uses a lower power
mode that operates at about 5 watts. Recall that the mo-
dem uses a decentralized TDMA algorithm. In each 4 sec-
ond TDMA slot, we can send and receive a 16 byte packet
with 11 bytes of payload. Thus we have a throughput of
5.5 bytes per second. This translates to an acoustic power
per bit, P,, of:

P, =5W/(5.5 % 8bits/sec) = 113.6 mJ /bit. (1)

The AQUANODES use a 1 watt 900 MHz radio with an RF
baud rate of 76800 bits per second. For broadcast mode,
the radio transmits each packet 6 times to ensure reception
and, additionally, to simulate full-duplex operation, after
each packet transmission, it waits for a time period equal to
the packet reception time to allow other radios to transmit.
This means the true datarate for this radio is closer to:

76800/6/2 bits/sec = 6400 bits/sec. (2)

We can then calculate the power per bit using the radio,
P,, as:

P. = 1W/6400 bits/sec = 0.16 mJ /bit. (3)

However, to send using the radio, the node must first
rise to the surface using the depth adjustment system. The
depth adjustment system uses about 0.6 watts and moves
at 2.4m/min. Thus, we need a power per meter, P, of:

P, = 0.6 W/0.04 m/sec = 15000 mJ/m. (4)

The total power, P, to transmit k bits from a depth
of d meters using the radio and depth adjustment system
(assuming we return to the same location after) is:

Pry = 2dP, + kP, = 2d % 15000 mJ + k % 0.16mJ.  (5)

4.2 Energy and Time Comparison

Figure 4 plots on a log-log scale the total amount of power
needed to send various amounts of data based on equa-
tions 1 and 5. In this example, the sensor node wants to
transmit the data 500 meters and is at a depth of 10 me-
ters. By plotting log-log, we see the large ranges of power
usage depending on message size. As this figure shows, the
acoustic system power usage increases at a fast, constant
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rate as each additional bit sent requires the same amount
of additional energy. For the radio, the sensor node requires
a large initial amount of required energy to bring itself to
and from the surface, but then little additional energy per
bit to communicate the data after.

The power usage plot shows that there is a clear deci-
sion point as to where the node should switch between the
communication systems. If sending less than 1328 bits, the
node should use its acoustic system. To send over 1328
bits, it is more power efficient to first go to the surface with
the depth adjustment system, transmit with the radio, and
then return to the previous depth.

Figure 5 similarly shows the amount of time it takes to
send data. The communication systems have the same or-
dering as in the power analysis, but the switching point
differs as it is faster to send acoustically for less than 5594
bits and faster to send by surfacing and using the radio for
more than 5594 bits.

These two plots give two of the possible considerations
when trying to decide which communication system is best
to use. Nodes determining when to switch between mech-
anisms can use these equations and knowledge of the net-
work configuration. Once decided, the node then chooses
the route upon which it will send the message, for which
many solutions exist.

S. MULTI-MODAL LINK
SELECTION ALGORITHMS

Once a node decides to surface, based on the equations
in Section 4, our goal is to determine the best nodes to sur-
face to create a radio path from source to destination. We
assume that there are existing underwater communication
routes. In this paper, our approach is to determine which
of the nodes on the acoustic path should surface to create
the radio route. The naive approach would be to have all
nodes surface, but this is inefficient since the radio commu-
nication range is typically larger than the acoustic range.
Selecting the best set of nodes for a successful radio path
may depend partially on the goals; for example, we may
want to minimize the number of hops in the radio route or
we may want to conserve energy by minimizing the total
distance the nodes travel.

To achieve these goals, we explore and compare local-
greedy approaches versus the global optimal algorithms.
The first approach is a greedy approach where the furthest
node within expected radio range of the current node sur-

faces (Greedy Furthest Radio). While easy to implement,
the approach may need to conservatively estimate radio
range to ensure connectivity. We can compare this to a
global shortest path algorithm that selects the set of nodes
that minimizes hops, providing a Min-Hop Furthest Radio
approach.

A drawback of the Furthest Radio approaches is that they
do not consider depth, which is the main power use of any
approach. We therefore can modify the approach to instead
select the node closest to the surface of all neighbors within
radio range (Greedy Shallowest Radio). This will reduce
the distance traveled by the nodes, but may not select a
minimal nor optimal set of nodes. For instance, consider a
network with nodes with continuously increasing depth. In
this case, the Greedy Shallowest Radio algorithm will cause
all nodes to surface. To select an optimal set of nodes,
we compute the Min-Hop Shallowest Radio path using the
current node depth to create weights. This ensures that the
overall travel distance is minimized.

6. SIMULATION RESULTS

We perform an initial analysis of our set of algorithms
as well as worst-case approach. The worst case is having
every node rise on the path, which we call All Surface. To
compare all these algorithms, we implemented a simulator
in Matlab. This simulator uses the object-oriented package
to instantiate independent nodes with transmit and receive
queues, randomized topologies including depths, and mod-
els of each communication method.

The results are from a set of simulations with nodes in
a line topology for network with sizes ranging from 10 to
100 nodes. Each node is randomly placed in the line at a
depth between Om and 20m and a location within 65m of
its neighbors (a safe maximum range of the acoustic radio).
Due to the randomization, we compute 50 iterations to find
the mean behavior of each of our approaches. We do not
consider packet loss in this simulation, which is a critical
factor, since we are interested in comparing these different
approaches under optimal conditions. In future work we
will analyze the impact of packet loss on these approaches.

Figure 6(a) shows an example configuration with 10 nodes
and the four main algorithms we explore. Nodes are slightly
offset from each other for visibility. Note that each approach
causes a different set of nodes to surface. For these algo-
rithms, we examine two key parameters. The first is the
overall distance traveled by the nodes in the network, since
this dominates the energy usage for the radio. The second
is the delay between when the source decides to surface to
when the destination node rises and completes the link.

Figure 6(b) shows the average distance traveled by nodes
(including those that do not move). The difference in the
energy usage between different approaches largely depends
on this distance. As expected, the worst-case of all nodes
rising has a significantly higher cost. The approaches aim-
ing to minimize hops, Greedy Furthest Radio and Min-Hop
Furthest Radio, perform similarly and not as well as those
that try to minimize motion. At times the Greedy Furthest
Radio actually outperforms the Min-Hop Furthest Radio ap-
proach, which is reasonable since neither consider depth.
Interestingly, while the worst-case scenario for Greedy Shal-
lowest Radio is the same as All Surface (in the case where
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Figure 6: For each algorithm, (a) Example start and end configurations, (b) Average distance traveled per
node, and (c) Average delay between source node’s decision to send a message and the complete radio path.

depths are monotonically increasing), the average perfor-
mance in these randomized trials are very close to the opti-
mal Min-Hop Shallowest Radio. The greedy approach has
the advantage of requiring virtually no communication over-
head in determining the route, which is critical in band-
width and energy constrained underwater networks. This
also suggests that for more generic networks with multiple
source and sinks of data greedy approaches will also work
well.

Figure 6(c) shows the delay from a node’s decision to rise
to full radio path creation. This data is optimistic in that it
assumes perfect acoustic communication such that a node
will know to rise on the first relayed acoustic message it re-
ceives from the source node. The total delay to create the
link consists of the total time to send the acoustic rise mes-
sage to all nodes plus the total time for the selected nodes
to rise. As seen in this figure, the 400 seconds needed for
the deepest node along the path to surface (on average at 16
meters deep) initially dominates the delay time. However,
as the network size grows, the time needed to relay mes-
sages, optimistically 4 seconds per hop, starts to dominate
the link creation time. This suggests a focus on minimizing
the number of communication steps in the algorithm, espe-
cially as network sizes grow, which strongly supports using
greedy approaches with only local information.

7. CONCLUSIONS AND FUTURE WORK

To reduce communication costs and increase network life-
times, we utilize an underwater sensor network with both
acoustic and surface radio communication mechanisms. We
analyze these mechanisms and develop equations to enable
nodes to choose between them based on energy and time.
We develop a set of algorithms to determine the set of nodes
that should surface on a given route once message sizes in-
crease beyond reasonable acoustic packets. Our preliminary
analysis shows that the best method considers a greedy ap-
proach where nodes closest to the surface rise. In moving
forward, we plan to expand this approach to handle three-
dimensional networks and multi-packet path optimization.
We also plan to examine the impact of both acoustic and
radio packet loss on the system and we will ultimately im-
plement this on our AQUANODE platform.
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