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Abstract—Most ISPs rely on their upstream providers in
achieving global reachability, thus they tend to make backup
upstream links for the purpose of improving their own resilience.
Yet, the Internet AS topology does not entail as much redundancy
as it is widely thought, e.g., in our observation, 23.6% of all
ASes only have single provider. Moreover, even though an AS
has multiple upstream links, if all its upstream paths share a
common link, the failure on the shared link may destroy its global
reachability. This raises the question, how resilient are individual
ASes against AS-level link failures? In this paper, we investigate
the connectivity resilience for individual ASes from a global
perspective. We identify the main factor that affects the resilience
of individual ASes—the number of edge-disjoint uphill paths to
Tier-1 they hold. To this end, we propose algorithms to quantify
the resilience for individual ASes against AS-level link failures.
We apply our methods on large-scale AS relationships data sets
in order to study the resilience properties of the actual Internet.
Our findings reveal that a considerable proportion (29.9%) of
ASes are vulnerable to even one link failure in their upstream.

Index Terms—BGP, inter-domain routing, autonomous system,
connectivity, resilience

I. INTRODUCTION

The Internet is composed of tens of thousands of Au-
tonomous Systems (AS), where an AS is a domain operating
one or more networks with common routing policies under
the same administration entity, such as an Internet Service
Provider (ISP) or a university. On top of physical connec-
tions, ASes use the Border Gateway Protocol (BGP) [1] to
exchange routing information and forward traffic on global
scale. Yet, this critical infrastructure is not as robust as it is
widely thought. At AS level, link failures could be caused by
contractual reasons (as the Tier-1 depeering between Cogent
and Level 3 [2]), misconfigurations or physical damages [3],
[4]. Such incidents have resulted in large-scale disruptions of
services—many involved ISPs partially or completely lost their
global reachability in a considerable period.

Indeed, Internet-wide reachability requires both considering
topological connectivity and policy compliance. With respect
to the former, the structure of the Internet has been of some
interest for a variety of reasons; most commonly, because its
topology plays a significant role in determining the perfor-
mance of the Internet, although pure scientific interest has also
played a substantial role in these investigations. To achieve
global reachability, ASes exchange routing information via the
Border Gateway Protocol (BGP) [1]. Much research, e.g., [5],
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[6], [7], [8], [9] has gone into studying Internet topology at
different levels of granularity, including AS-level, PoP(point
of presence)-level, and router-level.

Generally, most ISPs rely on their upstream ISPs in achiev-
ing their global reachability. For the purpose of improving their
own resilience, most ISPs tend to make multiple upstream
links to different providers. However, on the one hand, the
Internet AS-level topology does not entail as much redundancy
as it is widely thought. In our findings, 23.6% of all the ASes
only have single provider, i.e., for such an AS, failure to its
unique upstream link may destroy its global reachability. On
the other hand, even though an AS has multiple upstream links,
at the worst, if all its upstream paths share a common link,
the failure on the shared link may disconnect this AS from
its upstream thus destroy its global reachability. This raises
the question: how resilient are individual ASes against link
failures in their upstream?

Our goal is to quantify the connectivity resilience of in-
dividual ASes based on the Internet AS graph. In light of
Menger’s Theorem [10] and the inherent hierarchy [11], [12]
of Internet AS-level topology, we identify the main factor that
affects the resilience of individual ASes against AS-level link
failures—the number of edge-disjoint uphill paths to Tier-1 they
hold. Hence, for any given AS, its resilience is quantified by
the number of its edge-disjoint uphill paths to Tier-1. We
then illustrate that the problem can be solved by the Max-
Flow techniques. We apply our method on large-scale AS
relationships data sets from Aqualab [13] and CAIDA [14] in
order to study the resilience properties of the actual Internet.
Our findings reveal that a considerable proportion of ASes are
vulnerable to even one link failure in their upstream—29.9%
for AqualLab data set, yet 47.7% for CAIDA data set.

The remainder of this paper is structured as follows. Sec-
tion II describes the background. Section III presents our
algorithms for measuring the resilience from individual ASes,
followed by the statistical analysis in Section IV. We conclude
the paper in Section V.

II. BACKGROUND

The Border Gateway Protocol (BGP) [1] is a policy-based
routing protocol. The need for routing policies stems from the
economic structure of the Internet.
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AS relationships are the most wide-spread of all policy
models that have been suggested in the past. AS relationships
classify any directed link of an AS graph into one of the
following types: customer-provider (c2p), peer-to-peer (p2p),
or sibling (s2s). While in a c2p relationship the customer pays
the provider to obtain transit through the provider’s network,
p2p assumes that two peering ASes share the deployment and
maintenance cost for the connecting links. Siblings are peering
ASes that have a mutual transit agreement, e.g., merging
ISPs. Drawing further on AS relationships, the Internet AS
topology can be denoted by a Type-of-Relationship (ToR)
graph G = (V| E, R) [15]: the nodes V are ASs, the edges
E reflect AS-level peerings, and the edges are annotated
with AS relationships R = {p2¢, c2p, p2p, s2s}—each edge
e =< u,v > in E is assigned by a unique relationship of
R, e.g., R(e) = ¢2p implies that u is a customer of v.

Under the AS relationship policy model, a common assump-
tion is that the valley-free property [16] holds: ASes want to
avoid being used as a transit. For this reason, routes learned
from provider and peer neighbors are not propagated to other
provider or peer ASes. Formally, this can be expressed as
follows: Let p be an AS path p = (v, ve,...,v) from vy to
vg. If (vi,vi41) (1 <@ < k) is a p2c edge or a p2p edge, then
for any j (¢ < j < k) the edge (vj;, v;11) must be of type p2c
or s2s. Gao et al. [19] characterize a path as downhill (uphill)
if it only contains p2c or s2s links (c2p or s2s links) and
therefore any valid (valley-free) path must match one of the
following patterns: (1) Pattern 1: an uphill path; (2) Pattern
2: a downhill path; (3) Pattern 3: an uphill segment followed
by a downhill segment; (4) Pattern 4: an uphill segment
followed by a p2p link; (5) Pattern 5: a p2p link followed by
a downhill segment; (6) Pattern 6: an uphill segment followed
by a p2p link, followed by a downhill segment.

Drawing further on AS relationships, Gao and Rexford [21]
state that the inter-domain topology of the Internet is inher-
ently hierarchical: a customer AS is at a lower level in the
hierarchy than its provider ASes. At the top of the hierarchy
there are around 10 core ASes as called Tier-1 ASes. These
Tier-1 ASes have no provider and form a full mesh of AS-
level peerings by p2p links [11]. Consequently, there should
not be any directed cycle of p2c links, i.e., AS A cannot be
provider of AS B, if B is provider of AS C' and C is provider
of A.

Ge et al [12] present a method to precisely construct the
hierarchy of the ToR graph. Their method mainly consists of
the following two steps: 1) An AS is classified as Tier-1 if it
does not have a provider; 2) An AS node belongs to level; ;1
if it has a provider that belongs to Level;. Each node is put
at a level below all its provider ASes. Therefore the Internet
ToR graph G = (V, E, R) can eventually be represented by a
hierarchical ToR graph Gy = (V, E, R, H), where H is the
hierarchy mapping from nodes to levels. Each node in V' is
assigned by a unique level number H(v). Nodes in the m-th
level can be represented by V,,, = {v|v € V, H(v) = m}. In
particular, V; is the set of the Tier-1 ASes, non-Tier-1 ASes
are the ASes at level 2 to M. In this hierarchical structure,

nodes at Tier-1 are connected by p2p links. Nodes at the same
level cannot be connected via p2c links, while p2p links may
exist between nodes that are at the same level or nodes that
are at different levels.

Based on the hierarchy, all ASes are generally classified
into three categories: core AS, transit AS, and stub AS. While
core ASes are the Tier-1 ASes (in the following sections, we
will use the two notions interchangeabely), stub ASes are the
domains that have no customers and are located at the edge
of the Internet. Finally, we refer to “transit ASes” as ASes
that have both upstream providers and downstream customers,
therefore, they are located in the middle of the hierarchy.
Throughout this paper, we will sometimes use the term non-
Tier-1 AS to denote the combined set of stub ASes and transit
ASes.

Existing data sets [13], [14] have revealed that s2s rela-
tionships are rare in the AS topology. The literature generally
simplifies the connectivity structure by neglecting s2s links
[2], or treating s2s links as p2p links [18]. In this paper, we
adopt the latter approach and treat s2s links as p2p links in the
ToR graph. Consequently, a downhill path is simply defined
as a sequence of links that exclusively consists of p2c links
while uphill paths only include c¢2p links.

III. MEASURING THE RESILIENCE FOR INDIVIDUAL ASES

In this section, we present details of our method for measur-
ing the connectivity resilience from individual ASes. In Sec-
tion III-A we analyze inherent properties in AS connectivity.
Section III-B and Section III-C describe the main algorithm
to quantify connectivity resilience of individual ASes.

A. Reachability Analysis

In this section, we first restate and disclose some properties
that can be derived from the AS hierarchical structure and
the valley-free property. Then we analyze the AS reachability
under scenarios with different kinds of link failures.

(1) Tier-1 full mesh.

Constrained by the valley-free property, two Tier-1 ASes
are reachable by each other if and only if they have a direct
p2p relationship'. Any other scenario results in contradiction
to the valley-free property: a) If they have a p2c (or c2p)
relationship, then one should be a provider of the other, and
this contradicts with that Tier-1 ASes are provider-free; 2)
Otherwise, they should be connected by at least one middle
node x. No matter whether x is a Tier-1 AS or not, u —x — v
inevitably violates the valley-free property. Hence, we tacitly
assume that Tier-1 ASes form a full mesh by p2p relationships.

(2) Tier-1 uphill path.

We have demonstrated that an AS path connecting an AS
pair s and ¢ is considered as a valid path only if it follows
any pattern (Pattern 1~6) described in Section II. Examining
the reachability of an AS pair turns to check whether there

'In the real AS-level topology, Tier-1 ASes are widely thought as a full
mesh [11].
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Tier-1 full mesh

level 1

\
|
level 2 \ \\
\ \
\ \

\
level 3 @/\ \
/ WA
/ \

level 4 Gé' %)

Reachability between AS pairs that have Tier-1 uphill paths.

Fig. 1.

is a valley-free AS path connecting the two nodes. To this
end, we introduce the term “Tier-1 uphill path” based on the
notion “uphill path” (consisting of a sequence of c2p links),
and demonstrate the important role it plays in AS reachability.

Definition 1 (Tier-1 uphill path)
Given a non-Tier-1 AS ng and a c2p link sequence {<
N, M1 >, < Ny,Ng >, -+, < Ni—1,N; >V}, if n; is the unique
Tier-1 AS in {ng,n1, - -,ni—1,M;}, thenng—nq —-+-—n;_1 —
n; is called a Tier-1 uphill path.

Claim 1 Given G = (V, E| R) is the ToR graph of the Inter-
net AS topology, where all Tier-1 nodes are fully connected
by p2p links, any pair of nodes m and n in G (m # n) that
have Tier-1 uphill paths are reachable by each other.

Proof: According to the definition of Tier-1 uphill path,
there is a Tier-1 uphill path p,,=m —my — -+ —m;_1 — My
for m and a Tier-1 uphill path p,=n —n{ —--- —nj_1 —n;
for n respectively, where H(m;)=H(n;)=1. If p,, and p,
cover a common node, there is a valid path between m and
n consisting of an uphill sub-path and a downhill sub-path
following the Pattern 5 as described in Section II (as the
reachability between nodes I and J in Figure 1); otherwise,
there is a valid path between m and n formed by an uphill
sub-path, followed by a p2p link (< m;,n; >) and a downhill
sub-path following the Pattern 6 as described in Section II (as
the reachability between nodes I and H in Figure 1). ]

(3) Reachability under failures.

For any two non-Tier-1 ASes, each of them holding a Tier-1
uphill path is not a necessary but sufficient condition for the
reachability between the two ASes. As the case with nodes
I and J in Figure 1, both of the two nodes have a Tier-1
uphill path, yet they can achieve their reachability without
going through Tier-1. We now consider two typical scenarios
of link failures in the graph.

oTier-1 depeering. Tier-1 ASes and the full mesh formed
by them construct the core of the Internet. Indeed, depeering
over a Tier-1 p2p link can cause significant impact on the
Internet as it disrupts the communication between their re-
spective customers. It could be caused by contractual reasons,

Tier-1 full mesh

Fig. 2. Nodes with multiple upstream links (Although node L has two
upstream links < L,I > and < L,J >, while it may lose all its Tier-1
uphill paths under failure of the link < F, B >).

misconfigurations or physical damages, as pinpointed in [2]
and as evidenced by contractual disputes between Cogent
and Level 3 [2]. However, we argue that the Tier-1 full
mesh can still be maintained when such a failure occurs. For
instance, given the Tier-1 full mesh formed by the Tier-1 AS
set {ni,na, --,n;_1,n;}, if the failure happens on the link
between n; and ns, the Tier-1 mesh will not be a full mesh any
more. However, a new Tier-1 full mesh can be reconstructed
by removing either n; or ny from the Tier-1 AS set.

eUpstream link teardown. c2p links connect the ASes in
different tiers of the Internet, which contribute to the major
connectivity. Now we study the case with a c2p (upstream)
link tearsdown. When there is an upstream link teardown, for
the ASes with single Tier-1 uphill paths, if their Tier-1 uphill
paths must traverse this upstream link, they may inevitably lose
their Tier-1 uphill paths. However, we argue that the Tier-1 full
mesh is absolutely resilient to such failures, and most of the
non-Tier-1 ASes can still maintain a Tier-1 uphill path.

In summary, the majority of the non-Tier-1 ASes can still
maintain a Tier-1 uphill path for both of the two scenarios.
Thus all AS pairs of the Tier-1 ASes and those who still
have a Tier-1 uphill path are reachable by each other. We
thus call the Tier-1 ASes and ASes that still have a Tier-1
uphill path the main component. While the ASes that lose all
their Tier-1 uphill paths are only reachable by limited part of
remained ASes, hence they are classified into the disconnected
component.

B. Resilience Measurements

Now we have already demonstrated that Tier-1 uphill path
plays a critical role in the global reachability of individual
ASes. In light of this, ISPs expect to enhance their connectivity
resilience by making backup upstream links. Unfortunately, as
shown in Figure 2, even though an AS has multiple upstream
links, it can still lose all its Tier-1 uphill paths in case of single
link failures.

In classic graph theories, the connectivity resilience of a
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Tier-1 full mesh

(a) The original ToR graph.

(b) USG(L). (c) USG(M). (d) USG(N).

Fig. 3.

node pair to risk of node (link) failures is measured by the
minimum vertex (edge) cut between them. It is well known by
Menger’s theorem [10] that in directed or undirected graphs
the maximum number of edge-disjoint s-t-paths is equal to
the size of a minimum s-t-edge-cut. These measures can
be computed efficiently using network flow techniques upon
unit capacity networks—by assigning unit capacity to each
edges [22]. To this end, we firstly present the definition for
edge-disjoint Tier-1 uphill path as follows.

Definition 2 (Edge-disjoint Tier-1 uphill paths)

For a given non-Tier-1 AS ny, its two Tier-1 uphill paths
p1=ng—mni—: - —N;_1—n; and pa=ng—myi—-- My _1—myj.
Let Er = {< ng,n1 >,< ny,ng >, ,< nj_1,n; >
} be the c2p edge set of p1, Ey = {< ng,m; >,<
my,mg >, , < M;j_1,M; >} be the c2p edge set of po,
if Er(\E =0, then py and ps are two edge-disjoint Tier-1
uphill paths of n.

In light of Menger’s Theorem and the edge-disjoint Tier-
1 uphill path, we derive the metrics for quantifying the
connectivity resilience of individual ASes as follows.

Definition 3 (N.qp)
Given a non-Tier-1 AS n, Neap(n) is defined as the number
of n's edge-disjoint Tier-1 uphill paths.

For any given non-Tier-1 AS, its resilience to AS-level link
failures depends on the number of edge-disjoint Tier-1 uphill
paths it holds. Hence an AS with &k edge-disjoint Tier-1 uphill
paths is resilient to arbitrary k-1 link failures.

C. Computing Disjoint Tier-1 Uphill Paths

We now focus on counting the number of edge-disjoint
Tier-1 uphill paths for individual ASes based on given ToR
graphs. Firstly we propose the definition of uphill spanning
graph (USG) to capture the full upstream view of any given
non-Tier-1 AS. Drawing further on this, we then demonstrate
how to transform an uphill spanning graph to a unit capacity
flow network, thus the disjoint paths problem can be equally
changed into the maximum flow problem.

Examples for extracting USGs.

Algorithm 1 Constructing the flow network from USG
Input:
no, the given source node;
USG(no) = (Vy, Ey), the directed uphill spanning graph
of ng;
Output:
Gr(ng) = (Vp, Ep) annotated by capacity values for all
edges;
: Ve < Vi, Er < By,
: for each ¢ in Er do

C(e) < 1; //assigning a unit capacity to each edge
end for
Vr + VR U{T}; /ladding T as the common sink node

: for each Tier-1 nodes v in Vg do

Er + Ep U{< v, T >}; /ladding the directed edge

<v,T>to Efp

8 C(< v, T >) ¢ oo
to this extra edge

9: end for

NN RN

//assigning an infinity capacity

Definition 4 (Uphill spanning graph, USG)

For a given non-Tier-1 AS ng in the ToR graph G = (V, E, R),
let USG(ng) = (Vu, Eu) be a directed graph, where Vi is
the full set of nodes that are covered by at least one of nys
uphill paths, and Ey is the full set of c2p edges that are
covered by at least one of njs uphill paths (here a c¢2p edge
< u,v > is treated as a directed edge from u to v).

According to Definition 4, we know that USG(ng) consists
of all nodes and c2p links that are covered by n(s uphill paths,
hence all nys Tier-1 uphill paths are inevitably involved in
USG(ny). Figure 3 gives examples for extracting USGs from
a given ToR graph.

Former literatures [22] have demonstrated that the num-
ber of edge-disjoint paths can be computed efficiently using
maximum flow techniques upon unit capacity networks—by
assigning unit capacity to each edges. In light of this, we firstly
demonstrate how to transform a uphill spanning graph of a
given AS to a unit capacity flow network. Then we leverage
maximum flow techniques to compute the number of edge-
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Fig. 4. Examples for constructing flow networks.

disjoint Tier-1 uphill paths.

We start by constructing the unit capacity flow networks for
edge-disjoint Tier-1 uphill paths computation. For a given node
no and its corresponding uphill spanning graph USG(ng),
the flows start from the source node ny and are expected
to be ended in Tier-1 AS nodes in USG(ng). Hence the
flow networks are with single source node but multiple sink
nodes (Tier-1 AS nodes in the uphill spanning graphs). We
can transform the single-source multi-sink flow problem to
maximum flow problem by adding an extra sink node 7" with
infinity capacity edges connecting from all Tier-1 AS nodes in
USG(np). Algorithm 1 shows constructing the flow network
from a given uphill spanning graph for N.4, computation.
The problem has been transformed to a classic Max-Flow
problem in a directed graph, hence it can be solved by Max-
Flow algorithms [23]. Examples in Figure 4 are given to show
construction of flow networks for N.q, computation.

IV. EVALUATION

In this section, we start by explaining the data sets in
Section IV-A. Then, in Section IV-B, we apply our methods
to quantify connectivity resilience for individual ASes.

A. Data Sources

CAIDA [14] and AquaLab [13] both provide inferred AS
relationships data sets for public use. The two data sets differ
in the way how they were measured. While the CAIDA set
relies on BGP snapshots from RouteViews [20], the AqualLab
set leverages active measurements performed by an extension
to a popular P2P system. For both data sets, AS relationships
are inferred by using standard or improved techniques based
on Gao’s algorithms in [16].

Table I summarizes the comparison between the two data
sets (Private ASes or relationships evolving such ASes are
excluded from our statistics). It reveals that CAIDA observes
more ASes than Aqualab, yet AqualLab provides a more
comprehensive view of AS-level links. To mitigate the bias

that might be caused by incompleteness of AS relationships,
we perform all our analysis from both the data sets of AqualLab
and CAIDA.

TABLE I
COMPARISON OF THE DATA SETS OF CAIDA AND AQUALAB.

# of AS relationships
bouree # of ASes p2c p2p(including s2s)
CAIDA

(30/08/2009) | 32381 | 66,498 6.321
AquaLab
(28/08/2009) | 134 | 93.620 48216

We point out again that any measured Internet map is
inherently limited in terms of its visibility [24]. Nonetheless,
the data set is sufficient for the purpose of performing a
case study to demonstrate the feasibility and efficiency of our
methods, and helpful for understanding to what extent current
ASes are resilient to AS-level link failures.

For the purpose of extracting all Tier-1 ASes, relying on
a “full mesh of p2p links between all provider-free ASes” as
criterion turns out to be too strict. After all, our view of the
Internet is limited and likely to miss actually existing AS-level
edges. For this reason, we first select nodes with a degree
higher than a threshold D as Tier-1 candidates, e.g., D =
500. Nodes having p2p relationships with a “large enough”
proportion (P) of other candidates (e.g., P=80%, rather than
100%) are then classified as Tier-1 ASes. Combining the two
sets of inferred Tier-1 ASes, we totally get 13 Tier-1 ASes,
including AS 174 (Cogent), 209 (Quest), 701 (UUnet), 1239
(Sprintlink), 2914 (NTT-Com.), 3356 (Level3), 3549 (Gblx),
7018 (AT&T WorldNet), etc. We point out that our inferred list
of Tier-1 ASes is highly consistent with CAIDA, Wikipedia,
or other sources.

B. Quantifying Resilience of Individual ASes

With the the Tier-1 ASes, we seek to quantify the connec-
tivity resilience against AS-level link failures by computing
the numbers of edge-disjoint Tier-1 uphill paths of individual
ASes. Meanwhile, we also show the correlations between the
number of upstream links and the number of edge-disjoint
Tier-1 uphill paths. Table II provides statistics on the number
of upstream links and the number of edge-disjoint Tier-1
uphill paths for non-Tier-1 ASes. According to the statistics
in Table II, we summarize our findings as follows.

TABLE 11
UPSTREAM LINKS VS. EDGE-DISJOINT TIER-1 UPHILL PATHS (TUP).

% of non-Tier-1 ASes with % of non-Tier-1 ASes with

m > m upstream links > m edge-disjoint TUPs
AquaLab ] CAIDA AquaLab | CAIDA

1 99.74% 99.64% 98.90% 97.40%

2 76.37% 60.05% 70.11% 52.29%

3 35.56% 18.54% 28.33% 12.96%

4 18.44% 9.01% 11.95% 4.78%

5 11.02% 5.39% 5.78% 2.04%

e From both of the two data sets, we observed that there
are several dozens of non-Tier-1 ASes with no upstream link
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or tier-1 uphill path, e.g., even from Aqualab data set, we
observed 82 ASes with no upstream link and 347 ASes with
no Tier-1 uphill path. We argue that this is mainly caused by
the incompleteness of the data sets.

e A big proportion of ASes tend to have multiple upstream
links to different upstream providers. In AqualLab data set,
76.37% of all non-Tier-1 ASes have at least two upstream
links. In CAIDA data set, there are 60.05% of all non-Tier-1
ASes having at least two upstream links.

e A considerable proportion of ASes only have single Tier-
1 uphill path thus they are vulnerable to one link failure
in their upstream. From Aqualab data set, there are totally
70.11% of all non-Tier-1 ASes having at least two edge-
disjoint tier-1 uphill paths, i.e., 29.89% of all non-Tier-1 ASes
only have single edge-disjoint tier-1 uphill path, hence they are
vulnerable to one link failure in their upstream. From CAIDA,
there are totally 52.29% of all non-Tier-1 ASes having at least
two edge-disjoint tier-1 uphill paths, hence 47.71% of non-
Tier-1 ASes have single edge-disjoint tier-1 uphill path.

e For any given AS, possessing multiple upstream links
does not guarantee multiple edge-disjoint Tier-1 uphill paths.
In our observation, (1) from Aqualab, about 6% of non-Tier-1
ASes have multiple upstream links, yet they only have single
edge-disjoint Tier-1 uphill paths; (2) about 8% of non-Tier-1
ASes have multiple upstream links, yet they only have single
edge-disjoint Tier-1 uphill paths. These numbers clearly point
out that not all redundant UP links can improve the resilience
for individual ASes from a global perspective.

V. CONCLUSIONS

This paper investigated the connectivity robustness of inter-
domain reachability, focusing on individual ASes, but at a
global scale. We demonstrate that the resilience of any given
AS is not purely decided by the number of upstream links
it has, but depends on the number of its edge-disjoint uphill
paths to Tier-1. We then leverage Menger’s theorem and the
Max-Flow techniques to quantify connectivity resilience of
individual ASes, by computing their edge-disjoint Tier-1 uphill
paths. Our statistics reveals that only 70.1% of all non-Tier-
1 ASes have more than one edge-disjoint Tier-1 uphill path,
i.e., 29.9% of ASes are vulnerable to even one AS-level link
failure in its upstream. Such a number clearly points out that
the connectivity of individual ASes is not as resilient as it is
widely thought. We hope that our study can help to increase the
awareness of network operators about Internet-wide resilience
for individual ASes.

However, we also see that the proposed methods and the
analysis performed in this paper rely on the abstraction of an
AS graph and ignore the underlying physical topology. Indeed,
each AS can consist of multiple routers and each AS-level link
may actually correspond to multiple physical peering links
at different geographic sites [25]. Evidently, such redundancy
improves the resilience of the Internet. However, at such a
global scale, discovering the topology and understanding the
resilience at physical level would be more challenging.
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