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Abstract—With the significant growth of botnets, application
layer DDoS attacks are much easier to launch using large botnet,
and false negative is always a problem for intrusion detection sys-
tems in real practice. In this paper, we propose a novel application
layer DDoS attack tool, which mimics human browsing behavior
following three statistical distributions, the Zipf-like distribution
for web page popularity, the Pareto distribution for page request
time interval for an individual browser, and the inverse Gaussian
distribution for length of browsing path. A Markov model is
established for individual bot to generate attack request traffic.
Our experiments indicated that the attack traffic that generated
by the proposed tool is pretty similar to the real traffic. As a
result, the current statistics based detection algorithms will result
high false negative rate in general. In order to counter this kind
of attacks, we discussed a few preliminary solutions at the end
of this paper.

Index Terms—attack simulation; browsing behavior; botnet.

I. INTRODUCTION

Botnet based network attacks, such as distributed denial of
service (DDoS), virus, information phishing and anonymity
attacks, are pervasive in the Internet, and they cause great
financial loss [1], [2], [3], [4]. In general, majority of the
current detection algorithms are based on features of known
attack methods, as a result, it is hard to identify new attacks.
Moreover, sophisticated hackers are trying their best to simu-
late legitimate behavior to fly under the radar [5]. In other
words, we hardly know the truth of false negative of our
detection algorithms in practice. Therefore, it is necessary for
defenders to design attack methods to examine and improve
our defense tools. This is also a motivation of this paper.

Web browsing is very popular nowadays, and the web
becomes a major media for information dissemination for
governments, companies and individuals. DDoS attacks on
web sites reward attackers financially or politically. We have
witnessed increasing number of this kind of attacks [6]. A few
detection and mitigation strategies are in place for application
layer DDoS attacks [7], however, it is hard to know the true
false negative rate of the existing detection algorithms.

In this paper, we propose a novel application layer DDoS
attack method, which simulates legitimate browsing behavior
to fool detectors. The conditions to perform this kind of attacks
is available: there are usually millions of bots for a large

botnet. If every bot acts as a legitimate browser, then it is
sufficient to deny the service of a target web site.

The paper makes the following contributions.
• We proposed a browsing behavior mimicking attack

method. This kind of attack may exist already, how-
ever, the available detection algorithms cannot identify
it, therefore, attackers are flying under the radar. Our
real data experiments demonstrated that the proposed
algorithm does generate traffic which is very similar to
the real traffic.

• We pointed out possible solutions to counter the proposed
attack method. For example, invisible special hyperlinks
can be embedded into web pages to help detection
algorithms.

• The proposed algorithm can be used as a DDoS attack
traffic generator as we have few real DDoS attack data
sets available for research communities.

The rest of this paper is organized as follows. Related
work is discussed in Section II, followed by the modeling and
analysis of the browsing behavior mimicking attack in Section
III. In Section IV, we present the implementation details of
the attack algorithm. Performance evaluation is conducted in
Section V. Counter attack strategies are discussed in Section
VI. Finally, we summarize this paper and present future work
in Section VII.

II. RELATED WORK

Cyber attackers are organizing botnets to carry out their
malicious tasks [3], [4]. The basic story about botnet is like
follows. A botmaster writes a program, called bot or agent,
and he installs the bots at the compromised computers on
the Internet using various network virus-like techniques. All
the bots form a army or botnet which are controlled by the
botmaster to commit illegal tasks, such as launching DDoS
attack, sending spam emails, performing phishing activities,
collecting sensitive information. The hosts running these attack
tools are known as bots or zombies [1], [8], [9]. There is a
command and control (C&C) server(s) to communicate with
the bots and collect data from bots. In order to disguise
himself from legal forces, botmaster changes the url of his
C&C frequently, such as weekly. Majority of the current
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DDoS attacks are performed by botnets [10]. DDoS attackers
target on exhausting the victim’s resources, such as network
bandwidth, computing power, operating system data structures,
and so on. An excellent explanation about this could be found
in [3]. Research has indicated that the size of a botnet could
be millions [3], [11]. Under such circumstance, it is easy for
attackers to pretend as legitimate users to conduct attacks, and
it is hard to be identified.

The characteristics of legitimate browsers have been ex-
plored widely since the beginning of the Internet. Breslau,
et al. analyzed the web accessing behavior and found that
it follows the Zipf-like distribution, and the parameter α
varies from traces to trace ranging from 0.64 to 0.83 [12].
A general form of the popularity distribution is called Zipf-
Mandelbrot distribution [13]. This findings are used widely for
research papers, such as [14] [15]. Moreover, [16] analyzed
that the page viewing time (following the Pareto distribution)
causes the Zipf distribution of request traffic. Huberman et al.
indicated that the probability of browsing length of a web user
follows the two-parameter inverse Gaussian distribution [17].

III. BROWSING BEHAVIOR MIMICKING ATTACK
MODELING

In this section, we will establish the browsing behavior
model. An attack tool can be built based on the model for
every bot in a botnet. The model is established for one bot,
and the aggregated attack will be discussed in the following
section.

For a given web site, we assume that there are N(N > 0)
web pages in total, and they are sorted by popularity from
the most to the least as w1, w2, . . . , wN . Let random variable
W be the requested web page, and Pr(W = i) be the
access probability of page wi. It is well-known that the page
popularity follows the Zipf-Mandelbrot distribution, which is
as follows.

Pr(W = i) =
Ω

(i+ q)α
(1)

where α(0 < α) is the skewness factor, which dominates
the skewness of the distribution, and q(q ≥ 0) is the plateau
factor, which make the probability of the highest ranked
pages flatted. The Zipf-Mandelbrot distribution becomes the
Zipf distribution when α = 1, and it becomes the Zipf-like
distribution when q = 0. Since

∑N
i=1 Pr(W = i) = 1,

Ω =
(∑N

i=1
1

(i+q)α

)−1
.

We will use Pr(W = i) to decide the first page to browse,
therefore, the victim will see the requests follows the Zipf-
Mandelbrot distribution, rather than requests focus on a few
web pages. Therefore, this strategy can disable some request
statistical based detection algorithms.

Once the browsing page is decided, the bot submits the
page request to the victim, and download the page. When
the requested page has been downloaded, the bot starts to
“read” the page. The reading duration is usually decided by
the Pareto distribution. As indicated in [18], [19], the Zipf

distribution and the Pareto distribution are essentially the same
in different formats. Moreover, [16] analyzed that the page
viewing time (following the Pareto distribution) causes the
Zipf-Mandelbrot distribution of request traffic. The Pareto
distribution shares the same skewness factor, α, with the Zipf-
Mandelbrot distribution in equation (1). Hence, the viewing
time distribution is described as follows.

Let random variable V be the page viewing time for a
given web page, and vm be the minimum viewing time for
web pages. For a given web page with viewing time v, the
probability density function of the viewing time distribution
is defined as follows.

Pr(V = v) = α · vαm · v−(α+1) (2)

where vm ≤ x, and α is also called the Pareto index.
Following the properties of the Pareto distribution, when

α > 1, the mean of the viewing time distribution is as follows.

V =
vmα

α− 1
(3)

After “viewing” the current page, the bot needs to request
another page. In this case, the bot has to simulate the legitimate
users on how many pages to request for one browsing session.
The legitimate browsing length is determined by the inverse
Gaussian distribution [17], which is defined as follows.

Let L be the number of links that a browser surfs in a web
site, then the distribution is

Pr(L = l) =

√
λ

2πl3
exp

[
−λ(l − µ)2

2µ2l

]
, l = 1, 2, . . . (4)

where µ is the mean, and λ is the shape parameter. The
inverse Gaussian distribution approximates to the Gaussian
distribution when λ→∞.

Let random variable T be the time a browser stays with
a web site for one browsing session. Based on equation (4)
and equation (2), we can obtain probability of the browsing
duration for a bot for a browsing session as follows.

Pr(T = t) = Pr(L = l, V = v)

= α · vαm · v−(α+1) ·
√

λ

2πL3
exp

[
−λ(l − µ)2

2µ2l

]
(5)

Based on the Wald’s Theorem [20], we know that

T = E[T ] = E[l] · E[V ] = µ · vmα
α− 1

(6)

With the page popularity (equation (1)) and browsing dura-
tion (equation (5)), for one given bot, we obtain its frequency
of generate a request of page i under the condition of viewing
time v and browsing length l as follows.

Fr(W = i, V = v, L = l)

=
1

Pr(W = i, V = v, L = l)

=
iα

Ω
· v
−(α+1)

α · vαm
·
√

2πl3

λ
exp

[
λ(l − µ)2

2µ2l

]
(7)
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Fig. 1. The Markov chain model for browsing behavior mimicking model

We can use the Markov chain model to represent our
browsing behavior mimicking. As shown in Figure 1, a bot
takes a starting page (suppose to be page i(i = 1, 2, . . . , N))
using the page popularity probability Pr(W = i). For the next
page, there are two options: either follow one of the hyperlinks
in page i (denoted as {hi}); or leave the current web site. The
probability of leaving the current web site is

1− Pr(L = n+ 1), n = 1, 2, . . . (8)

where n is the number of page requests that have been
issued by a bot. We use null to represent a special page,
which does not belong to this web site. In the Markov model,
if the next state is null, it means the browser leaves the web
site.

If the bot follows the set of hyperlinks, {hi}, of the current
page, then the bot needs to select one hyperlink from the set.
Suppose the next page is page j, we denote the transition
probability as follows.

Pr(W = j|W = i) =
Pr(W = j)∑

k∈{hi} Pr(W = k)
(9)

Because the bot either chooses one hyperlink from {hi} or
leave the web site. Therefore,

1 = Pr(L = n+ 1) ·
∑

k∈{hi}

Pr(W = k|W = i)

+ Pr(W = null|W = i) (10)

We have analyzed the individual browsing behavior, how-
ever, it is not sufficient to simulate the legitimate behavior of
browsers in terms of groups. We have noticed that the number
of browsers is dynamic in different time points in a day. Figure
2 is a sample of one day period from our data set, and we
noticed that this dynamics are similar for the whole data set.
So far, we do not have a formula to describe it. Let random
variable U be the number of browsers for a given time point t′,
and Pr(U = u|t′) is the probability that there are u browsers
at time point t′.

We can calculate how many requests, R, are received for
page i(i = 1, 2, . . . , N) at time t′.

R(W = i, t = t′) = Pr(W = i) · Pr(U = u|t′)

=
Ω

(i+ q)α
· Pr(U = u|t′) (11)

Fig. 2. The distribution of the number of online browsers for a day

Moreover, in order to examine the effectiveness of the
proposed attack method, we can investigate how similar the
generated traffic against a real data counterpart. There are a
number of method to carry out this task, such as correlation
coefficient and information distance.

Let Xi and Xj (i 6= j) be two sequence with same length
N . We define the correlation coefficient of the two sequences
as

ρXi,Xj [k] =
rXi,Xj [k]

1
N

[∑N−1
n=1 x

2
i [n]

∑N−1
n=1 x

2
j [n]

]1/2 . (12)

where k = 0, 1, 2, . . . , N − 1 is the phrase difference.
We can also use the Kullback-Leibler distance to measure

the similarity of Xi and Xj as follows.

D(Xi, Xj) =
∑
x∈χ

Pr(Xi = x) · log
Pr(Xi = x)

Pr(Xj = x)
(13)

where χ is the probability space of Xi and Xj .
In this paper, we will plot diagrams to indicate the similarity

in a direct way.

IV. MIMICKING ATTACK ALGORITHM

In this section, we present the implementation of the legiti-
mate browsing behavior mimicking algorithm. The details can
be found in Algorithm 1.

In case that the size of the botnet is not sufficient, a bot can
sleep for a random time interval and start a new ‘browsing’
session in order to increase the attack strength.

V. PERFORMANCE EVALUATION OF THE PROPOSED
ATTACK METHOD

In order to evaluate the effectiveness of the proposed attack
method, we have collected web browsing dynamics data for
10 days (June 1 - 10, 2010) at a Chinese backbone network
center. There are thousands of web sites in the center, we took
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Algorithm 1: Browsing behavior mimicking algorithm
Input: α, l, vm
Output: A sequence of page requests

//Initialize the parameters;
1. Extracting the IP address of the local computer;
2. Generate a random number x using the ip address;
3. Generate a browsing length l using x according to
equation (4) ;
4. Determine the first request page i to request using x
according to equation (1);

while True do
//Requesting pages;
for i = 1 to l − 1 do

a. Extract hyperlinks {hi} from current page i ;
b. Determine one hyperlink j from set {hi}
according to equation (1);
c. Waiting for a time interval according to
equation (2);
d. Submit request for page j ;

end
//sleeping for a random;
Sleeping a random time interval ;
Spoofing a different source IP address ;

end

one of the most popular news web site, www.sohu.com.cn, for
our experiments. We arrange the data into a matrix: each web
page of the web site is a row in the matrix; and every column
denotes the number of requests in 30 seconds. We sampled
the requests for each page every 30 seconds for the 240 hours
duration.

In order to identify the specific parameters for the attack
model, we use the first day of the data set to extract the
parameters.

We first identify the α for the web page popularity distri-
bution. We take the first day data from the data set, and we
used the LSS method to find the most suitable α is 1.31. The
result is shown in Figure 3.

Following the previous reports [16], [7], [21], [19], we take
the minimum viewing time vm = 30 seconds. Following equa-
tion (6), the mean of viewing one page is 30×1.31

1.31−1 = 126.77
(seconds). Humerman et al. indicated that µ = 15 in their
experiments [17] for browsing length. Therefore, following
equation (6), the mean of life span for a browsing session is
T = 15×126.77 = 1901.55 (seconds), which is around 31.69
minutes.

With all these parameters in hands, we try to examine the
effectiveness of the request distribution of the proposed attack
tool. We first extract the parameters of one sample (6 pm
- 6:30pm of day 1) and using the parameters to generate a
requests traffic. We compare the generated traffic with the real
data (6 pm - 6:30 pm of day 10). The result is shown in Figure
4.

Fig. 3. Finding the skewness factor α of the target web site, there were
5,001 different pages were requested during that day

Fig. 4. The comparison between the mimicking requests (q = 4, users =
326, µ = 15 with Gaussian noise) and the requests of the real data (requests
during 6pm - 6:30 pm of day 10)

From Figure 4, we found that the generated data is similar to
the real data in general. As a result, the page popularity based
detection algorithms are invalid to deal with the proposed
attack tool.

DDoS traffic is an aggregated traffic from many bots, we
further investigate the aggregated traffic of the proposed attack
tool. We use the parameters that we extracted from day 1
data to simulate the whole day request dynamics of day 10,
and the result is shown in Figure 5. The result indicated
that the generated aggregated requests are similar to the real
request dynamics of day 10. Therefore, the user dynamics
based detection algorithms are invalid against the proposed
attack tool.
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Fig. 5. The comparison on number of requests for every 30 minutes between
the real data of day 10 and that generated by a botnet

VI. DISCUSSION ON COUNTER ATTACKS

As we have demonstrated, it is very difficult to discriminate
legitimate request traffic from botnet generated request traffic
based on statistical metrics.

In order to counter the proposed browsing behavior mim-
icking attack, we have to introduce new information into the
system to detect this kind of attacks. One counter attack
strategy is to insert a number of invisible hyperlinks into every
web page, and all these hyperlinks point to a special page.
As a result, for the legitimate cases, there is no or very few
requests for the special page because human browsers usually
do not click the invisible hyperlink. Howerver, in attack casess,
bots will submit requests for the special page as bots crawl
downloaded pages and select the special hyperlink with a high
probability. Once server received a given number of the special
requests for a given time interval, then we know the server is
under DDoS attack.

VII. SUMMARY AND FUTURE WORK

In this paper, we proposed a statistics based legitimate
browsing behavior mimicking algorithm for botnets. In the
proposal, every bot employs the same algorithm to generate
web page requests for a given victim. As the bots use statistical
methods with different seeds, e.g. local IP addresses, to
generate attack traffic, therefore, the traffic is unique for every
individual bot, however, the aggregated traffic follows the
statistical patterns of legitimate traffic. As a result, the existing
statistics based detection algorithms are invalid to the proposed
attack in general. Our real data experiments confirmed that
the proposed attack tool does generate traffic that is pretty
similar to legitimate traffic. The proposed method can be used
to generate DDoS attack traffic for network security research
communities to test their defense algorithms and tools.

Our preliminary investigation indicated that statistical de-
tection methods are invalid for the proposed attack method,
however, there are may and should exist effective methods

from other angle, such as information theory, which can
address this detection issue although we do not know what
are they and how can they achieve the goal. This remains as
a future work.
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