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Abstract—In this paper, we study in-vehicle digital network 
systems. We propose a switch-based architecture for in-vehicle 
networks and focus on the critical related issue: routing schemes. 
We note that in-vehicle networks are fundamentally different 
from many other switch-based networks (e.g., the Internet). This 
is because within an in-vehicle network, messages are not unicast 
or multicast as in the Internet, but many-to-many cast. We 
analyze several routing schemes. We investigate if routing 
schemes that have already been proposed for Internet-like 
networks, may be feasible for our in-vehicle networks.  We also 
propose a new algorithm that is specifically designed for many-
to-many cast messages as an initialization for further research on 
routing schemes for switch-based in-vehicle networks.  

I. INTRODUCTION 

A vehicle is inherently a distributed information system, 
as the operation of a vehicle depends on the collaborations of 
functional components in different locations in the vehicle [7] 
[13] [12]. In modern vehicles, digital networking technology 
has been exploited for in-vehicle communication due to its 
cost-effectiveness, space efficiency, and flexibility [8] 
[CVV05]. Digitized control has realized a variety of 
functions, including lights, wipers, doors/windows, and motor 
control.  

In general, the “control-by-wire” feature [25] is now be-
ing realized in the design of the next generation vehicle thor-
oughly, for both minor functionalities (e.g. light-by-wire) and 
mission-critical ones (e.g. break-by-wire, engine-by-wire). 
An integrated “x-by-wire” system [25] has also been ex-
pected. The rapid development of vehicle capabilities intro-
duces new challenges and demands for automotive network 
systems [NHB05]. For example, the amount of transmitted 
information is expected to increase significantly with the 
deployment of additional electronic and digital components 
(e.g., use of audio and video). In addition, applications such 
as collision warning and avoidance and intelligent transpor-
tation systems (ITS) [14] also require the support of novel 
network technology [11]. Therefore, real-time, reliability, 
scalability, and fault-tolerance are the basic requirements for 
in-vehicle digital networks. 

Current in-vehicle networks depend on bus-based 
architecture and will not be able to meet these new 
requirements. This is because bus-based network architecture 
lacks scalability and hence has become the inherent drawback 
of the capability bottleneck capable of harming system 
performance.  

In this paper, we propose a switch-based architecture for 
in-vehicle networks. With our proposal, an in-vehicle 
communication network is partitioned into sub-networks. 
Each of them can be a bus-based network, as in current in-
vehicle systems. These bus-based sub-networks are then 
connected by a backbone that consists of a number of 
switches. The several unique characteristics of our switch-
based network architecture distinguish it from other 
proposals: Taking advantage of the switch-based backbone, 
our network can be easily scaled up in terms of bandwidth 
capabilities and may eliminate a single point of failure if 
properly configured. As we connect bus-based sub-networks 
to the switch-based backbone, our system is still compatible 
with existing vehicle control units that usually connect to bus-
based networks. The cost of the network can be kept low since 
switches in the system require very low hardware complexity. 

Like other networks, routing plays a critical role in terms 
of network efficiency and effectiveness. Routing within our 
in-vehicle network is particularly challenging, as the messages 
inside the in-vehicle networks are many-to-many cast, rather 
than unicast or multicast. We systematically test a set of 
representative routing techniques that have been proposed for 
internet-like networks in order to see if they can be adopted 
for our switch-based in-vehicle networks. We also design a 
routing algorithm that is particularly feasible for our system as 
in initialization for future research. Performance of these 
routing protocols is compared via simulation. One major 
observation is that while no routing scheme outperforms 
others in terms of both space efficiency and real-time 
capability, our newly designed routing scheme performs 
statistically for both kinds of measurements.  

II. PRELIMINARIES 

A number of digital in-vehicle network systems such as 
CAN [6], LIN [1], FlexRay [5] and TTP/C [4] have been 
developed and adopted in the current automotive industry. 
They all use a bus-based architecture, but differ in terms of 
function, performance, and application scope. These networks 
can be classified into two categories: the event-triggered and 
the time-triggered networks. CAN and TTP/C are, 
respectively, representatives for each category. The event-
triggered architecture (e.g., CAN) is designed for 
asynchronous (priority-driven) communications. On the other 
hand, time-triggered architecture (such as TTP/C, FlexRay) is 
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designed to support synchronous communication. In [3], these 
two types of architectures are compared.   

Existing in-vehicle networks become the bottleneck of 
performance due to their bus-based architecture. Work has 
been done to upgrade the bus-based network architecture. The 
basic idea has been to partition a network into sub-networks 
(each of them is still a bus for the sake of compatibility) and 
then to interconnect the sub-networks. Two types of 
approaches have been proposed for the interconnection.   

The first, called backbone approach, is to use a backbone 
network for interconnection, That is, the backbone network 
interconnects all functional sub-networks. Information 
exchanged among different sub-networks is performed by this 
backbone. In [18], IEEE 1394 networks are used as backbones 
to link all other networks such as CAN and TTP/C. In [21], a 
FlexRay network is used as a backbone to interconnect 
several sub-systems. In [SBF05], an Ethernet is used to 
interconnect several CAN bus. A common feature of these 
methods is their use of bus architecture as a backbone. 
Consequently, we refer these approaches as the bus-based 
backbone approach. 

The second one is referred to as the gateway approach. In 
[9] and [23], a dedicated computer node is used to 
interconnect sub-networks. The gateways can be implemented 
at a different layer of OSI model. In [10], design and 
performance of CAN-to-CAN bridges have been discussed. In 
[15], [19], [20], and [22], different types of gateways which 
interconnect different in-vehicle network protocols have been 
introduced.  

The gateway approach is efficient when the system is 
small, i.e., there are only a few sub-networks. However, it is 
prone to single point failure and may become a performance 
bottleneck. The backbone approach overcomes these prob-
lems but must be properly configured in order to provide the 
required communication services. However, bus-based back-
bone still has obvious drawbacks due to the inherit properties 
of bus technology. When the amount of data exchanged in-
creases, a single bus may not be capable of meeting the real-
time and bandwidth requirements.  Specific network struc-
tures (such as hierarchical structure in [SJW08]) were pro-
posed to increase the capability of the backbone. However, 
these methods still suffer from the performance bottleneck 
and lack of scalabilities.  

 

III.  SWITCH-BASED NETWORK ARCHITECTURE AND ITS 

MODEL 

A. Proposed network architecture 

As mentioned in the previous section, while existing in-
vehicle networks are diverse and correspond to different 
protocols, they typically have similar bus-based topology, 
implying a broadcast mode for message transmission. In these 
bus-based in-vehicle networks, nodes are usually called 
Electronic Control Units (ECUs).  An ECU is composed of 
both hardware and software. Usually, ECUs are directly 

connected to sensors and/or actuators. According to their 
different functions, ECUs send or receive different types of 
messages. In early generations of in-vehicle networks, only 
ECUs on the same bus communicate to each other.  

However, as demand for automotive electronic systems 
increases, sub-systems may adopt different in-vehicle 
networks and information needs to be exchanged among 
them. The way to connect sub-networks is a critical issue on 
which we will focus in this paper. 

Figure 3.1 shows the network architecture we propose. 
The network consists of a number of sub-networks which may 
be CAN, FlexRay, TTP/C or other bus-based sub-networks. 
Each sub-network may contain one or more ECUs (not shown 
in the figure). Sub-networks are then connected by a switch-
based backbone. This backbone relays messages among the 
sub-networks. 

 
Figure 3.1: Switch-based Network Architecture 

 
A switch used in our network performs functions of 

message receiving and buffering, routing table look-up, 
protocol/format conversion, and message relay. Thus, a switch 
typically consists of the following major components: 
Computing Resources: include basic hardware such as 
processors, memories, storage, etc. These resources must meet 
the constraints on cost, reliability, and real time. Network 
Interface Controllers (NIC): for different sub-networks, a 
switch needs to use different types of network interface 
controllers (e.g., CAN controller or FlexRay controllers). 
NICs control I/O ports of the switch, which interfaces to sub-
networks or other switches. Routing Table: contains the 
necessary information for performing routing. Section IV will 
provide a detailed discussion on this subject. 

In comparison with other approaches, this switch-based 
network architecture has the following advantages:  

(1) Scalability and adaptability: Switch-based networks 
can be easily adjusted to meet increasing demands and to 
adapt to different situations. 

(2) Reliability: Redundancy can be easily introduced in 
order to eliminate the single point of failure, hence 
increasing reliability.  

(3) Low cost: With proper design, both manufacturing 
and maintenance costs can be kept at a minimum.  

B. Routing issues  
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In a switch-based network, routing is usually realized by 

using routing tables embedded in switches. That is, each 
switch has a routing table. A routing table has a number of 
entries. In the simplest form, each entry identifies a message 
and indicates a related output port. When a message arrives, 
the routing table is looked up in order to locate the entry that 
identifies the message.  The message is then delivered to the 
output port indicated in the entry for transmission.  

A particular challenge to routing messages in our in-
vehicle networks is the addressing mode of messages. 
Messages in in-vehicle networks are not uni-cast, any-cast, or 
multi-cast, but many-to-many cast. That is, messages are 
grouped into types. For each type of message, there are 
typically multiple senders and multiple receivers [TB94]. A 
message from any sender of a given type must be delivered to 
all the receivers designated by this type. 

An issue presenting itself is how to design an efficient 
and effective routing scheme for many-to-many cast messages 
in switch-based networks. One solution is to use the widely 
adopted routing algorithms in the existing switch-based 
networks, such as the Internet. For example, we can use the 
traditional unicast or multicast techniques to realize routing of 
the many-to-many cast message. However, performance 
analysis (provided in a later section) demonstrates that these 
traditional routing algorithms, when applied to the switch-
based in-vehicle network, may not be feasible with respect to 
efficiency and/or effectiveness issues. Thus, we may have to 
design a routing scheme that is particularly suitable for 
switch-based in-vehicle networks.  

C.  Network model and topology 

Before we formally present routing schemes, let us 
introduce some notations for the network and its topology. Let 
S be a given in-vehicle system and S = (V, M), where V is the 
set of switches in the system. V = {v1, v2, …, vn} where vi is 
switch i.  Each switch has a fixed number of ports, described 
as port(vi) = {1, 2, …}. Each port is an interface connecting to 
another switch or a sub-network. M is the set of message types 
in the system. M = {m1, m2, …, mm} where mi = (i, Si, Ri, li, Di, 
fi), in which i is the message type identifier, 1≤i≤m; Si V is 
the sender set of the message of type i; Ri V is the receiver 
set; li is the message length; Di is the deadline for this type of 
messages; fi is the message generation period.  

Without loss of generality, let us assume that the 
switches are identical in our system. This assumption simpli-
fies analysis though our results and can be easily extended to 
the general case, as discussed in [26].  

Note that the senders and receivers of a message refer to 
switches, rather than ECUs. This is because when a message 
reaches a switch to which the destination ECU belongs, the 
switch will simply broadcast the message to the associated 
sub-network (which should be a bus, (e.g., CAN bus)) with 
no further routing operation. All ECUs on the bus of the sub-
network will be able to receive the message, but only those 
that are indeed the destinations of this message type will ac-
cept it.  

D. Simple Topology 

Topology has an impact on the performance of networks. 
However, for Internet, a system designer cannot control its 
topology. Consequently, the designer cannot make any as-
sumption on network topology. Our in-vehicle network is 
different. The network is relatively small. Every node that 
needs to be connected is known in design time. Therefore, it 
is possible for the system designer to select an appropriate 
network topology to favor the corresponding routing scheme 
and consequently to achieve desired performance. We intro-
duce notations related to network topology. 

Definition 1. Switch graph G = (V, E) of an in-vehicle 
network system is a graph containing switch nodes and links 
between switches, where V is the set of all nodes (i.e., 
switches) and E is the set of all links. 

Figure 3.2 (a) shows the switch graph of the system in 
Figure 3.1. Figure 3.2 (b) shows another example of switch 
graph. Note that the switch graph corresponds to the system 
backbone.  

For any two nodes vi and vj ∈ V, let Vij denote the set of 
nodes on the shortest path between vi and vj in the switch 
graph.  

Definition 2. A subgraph G’=(V’, E’) of a switch graph G 
is shortest-path completed (spp) if for any two nodes vi and vj 
∈ V’,  

1) Vij ⊆ V’, and 
2) if (vi  , vj) ∈ E, (vi  , vj) ∈ E’. 

Definition 3. An spp-routing ring of G is a shortest path 
completed subgraph of G. The spp-routing ring has a ring 
topology. The number of nodes on the ring is its ring length.  

In the switch graph shown in Figure 3.2 (b), the entire 
switch graph is an spp-routing ring with length of 4.  

In Figure 3.2 (a), {a, b, c} and edges among them form an 
spp-routing ring with length of 3. Also, {a, d, c} and edges 
among them form another spp-routing ring with length 3.  

However, in Figure 3.2 (a), {a, b, c, d} with edges {(a, b), 
(b, c), (c, d), (d, a)} does not form an spp-routing ring since 
the shortest path from b to d is not included and it is not the 
shortest path completed. Thus, our readers should not be 
confused between a ring and an spp-routing ring. An spp-
routing ring is a ring sub-graph in a graph, but a ring sub-
graph may not necessarily be an spp-routing ring. 

Definition 4: An in-vehicle network has simple topology 
if, in its switch graph, the length of every spp-routing ring is 
no more than 3.  

For a given set of nodes, we can use the following two-
step method to construct a network with simple topology: to 
form a ring structure, and then to connect nodes on the ring in 
a zigzag manner. More sophisticated design may take into 
account predetermined requirements, such as direct connec-
tion between some nodes. 
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                 (a)                                                            (b) 

Figure 3.2: (a) Switch Graph of the System in Figure 3.1  (b) Another 
Example of Switch Graph 
 

IV. ROUTING SCHEMES 

Note that no matter which routing algorithm is used, 
upon the arrival of a message, the operation carried out by a 
switch is similar: it will first look up the routing table for an 
entry that identifies the message and then transmit the mes-
sage over the output port(s) indicated in that entry. Different 
routing schemes differ at the routing tables they use. That is, 
although we present a routing scheme, it is not necessary to 
describe the operations by which a message is routed but the 
algorithms by which the related routing tables are con-
structed. 

Recall that in our in-vehicle network, naturally, messages 
may be grouped according to their types. Consequently, upon 
the arrival of a message, a switch may have to transmit the 
message over multiple output ports.  
 

A. Routing by unicast  

The most common routing approach in a switched net-
work is unicast, where each message is associated with a 
sender and a receiver. The routing is based on the receiver’s 
address.  

In this case, a preprocessing is necessary. When a mes-
sage of type i is generated, |Ri| copies of the message are 
duplicated and each will have a different receiver address. 
Then, these messages are routed according to the unicast 
routing approach. We refer to this routing approach as Uni-
cast routing.  

 

B. Routing by source-based multicast  

Source-based multicast routing [24] is one of the multi-
cast routing approaches that have been well studied. Using 
this technique, many-to-many cast can be easily implemented 
as follows: each sender of a message type has a multicast tree 
spreading to every receiver of the message. A message of 
many-to-many cast from the sender will be transmitted over 
the multicast tree by using the source-based multicast.  

C. Routing by core-based multicast  

Core-based multicast is another multicast approach [24]. 
The basic idea is as follows: a multicast tree is first con-
structed among the receivers of a message, with the root as 
the core. Then, each source has a path connecting to this core 
using unicast routing.  

The core-based multicast routing approach is hybrid and 
consists of two phases.  The first is a unicast process and the 
second is multicast. A preprocessing is also necessary: a 
message upon its generation must be encapsulated into a uni-
cast format with the core node of this message type as its 
destination. When the message reaches the core, it will be 
routed as a multicast message based on its message type. 
Hence, additional processing is necessary on the core node. 
Each switch then contains two routing tables, one for the 
unicast phase (U-table) and one for the multicast (M-table). 

D. A new routing scheme 

In all previous schemes, message type, together with 
sender or destination, is used to identify an entry in the rout-
ing table, which results in relatively large routing tables. As 
mentioned before, switches in in-vehicle network have small 
number of ports. If we can use message type and the input 
port, where the message comes from, to identify a message, 
entries can be merged, and hence allowing the routing 
scheme to achieve a balanced performance.  

Messages of the same type and arrival at the same input 
port of a switch are routed to the same output ports. In this 
case, an arrival message only needs to be identified with its 
message type and input port. As this scheme depends on in-
put port to identify a message, we call it input-port based 
routing scheme. Algorithm 1 is the procedure for routing 
table construction. 

 
Algorithm 1. Input-port based Routing Scheme  
1. For each message type, h  
2.         For each sender, i, 
3.             For each receiver j,  
4.                 Find the shortest path between i to j, 
5.                 Fill in the routing tables by adding a new entry 
of (entry#, h, input port#, output port#), 
6.                 Merge the entries of the same input ports,  
7.  End. 
 

We say a routing scheme is correct if it guarantees (1) 
delivery of messages to their destination(s) and (2) loop-less 
in routing. 

It is relatively easy to establish that the unicast, source-
based multicast, and core-based multicast routing schemes 
are correct. It is, however, not trivial to establish the correct-
ness of the input-port based routing scheme. In this new rout-
ing scheme, the routing table uses more information. As a 
matter of fact, a counter-example can be given to show that 
in certain networks, this scheme may not be correct. We can 
use the switch graph of Figure 3.2 (b) to illustrate a counter-
example. Assume that the network has one message type 
with all nodes as senders and receivers. That is, we have M = 
{m1}, m1 = (1, S1, R1, l1, D1, f1) and S1 = R1 = {a, b, c, d}. 

Based on the input-port-based scheme proposed, when a 
node, say node c, receives a message from a neighbor, say 
node b, c will have to forward the message to the other 
neighbor, node d since c cannot distinguish whether the mes-
sage sender is node b or node a (only input port of that mes-
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sage is available). Consequently, if the message sender is 
node a, node d already gets the message from node a directly 
and node c does not need to forward the message at all. This 
ambiguousness will lead to an endless routing loop in the 
network. 

Our goal here is to identify certain topological conditions 
under which the scheme becomes correct. It is our hope that 
the topological condition is not too constrained and can be 
easily met in practice.  
Theorem 1. Assume that in a network, input-port-based 
routing scheme is adopted. If the switch graph is a simple 
topology (i.e., the maximum length of its spp-routing rings in 
its switch graph is no more than 3), the scheme is correct.  

Interested readers are referred to [26] for a complete 
proof. Thus, if in a system, its maximum length of spp-
routing rings is no more than 3, the shortest path scheme will 
be truly effective. The question is whether or not this condi-
tion can be easily met. Fortunately, this is the case in prac-
tice. This is because in-vehicle networks are usually expected 
to have a small number (say, less than 6) of switches and they 
are usually well connected. Consequently, their switch graphs 
are unlikely to contain a large spp-routing ring. For example, 
it can be easily proved that the switch graph in Figure 3.2 (a) 
meets this condition. 

 

V. PERFORMANCE EVALUATION AND COMPARISON 

A.     Evaluation method and performance metrics 

We will evaluate and compare the performance of vari-
ous routing schemes by simulation.  In each run of the simu-
lation, a set of k in-vehicle network systems are evaluated. 
Let these systems be W1, W2, …, Wk. Each of these systems is 
randomly generated with the following characteristics: (1) n: 
the number of switches in the system. n is usually set as 20, 
unless otherwise mentioned. (2) p: the number of ports of a 
switch. p is set to be 6. (3) Network has a randomly gener-
ated topology that meets the requirement of simple topology 
as defined in Section III. (4) m: the number of message types 
in the system. m is set to be 50 unless otherwise mentioned. 
(5) The sender set of every message type is randomly gener-
ated. The size of the sender set is randomly picked from 1 to 
n. (6) The receiver set of every message type is randomly 
generated. The size of the receiver set is also randomly 
picked from 1 to n. (7) fi: The generation period of message 
type i is randomly chosen between 10 and 100.  (8) The size 
of messages is a constant and we assume that it takes one unit 
time to transmit the message. (9) The deadline of a message 
is equal to α times of its period. Let Di =α fi. α is 1.0 unless 
otherwise indicated.  

For system Wi, we collect the following performance 
data: The first is the worst-case routing table size. The second 
piece of performance data we seek is related to whether the 
capability of the system can meet the real-time requirements. 
To obtain it, the worst-case delay of each type of message 
needs to be derived. We adopt the method proposed in [17] 
[2] to analytically derive the worst-case delay. 

Obviously, it is preferred in reality that the mean of the 
worst case routing table size be as small as possible. Small 
size of routing table would reduce the cost of switches. This 
is critical in manufacturing commercial vehicles where hard-
ware cost should be kept at a minimum. On the other hand, 
the real-time success rate measures the system capability of 
meeting real-time requirements. The higher the success rate, 
the better the chance that the real-time requirements can be 
met.  

The above settings of a simulation system can be found 
in many practical systems [16].  

B.     Simulation results 

Figures 6.1 shows the results. Figure 6.1 (a) shows the 
worst-case routing table size when n, the number of switches 
in the system varies from 0 to 20 (m being 50). Figure 6.1 (b) 
is the worst-case routing table size when m, the number of 
message types, varies from 10 to 100 (n being 20).  

 
                             (a)                                                (b) 
Figure 6.1: (a) Mean of the Worst-Case Routing Table Size vs. Num-
ber of Switches. (b) Mean of the Worst-Case Routing Table Size vs. 
Number of Message Types. 

 
Figure 6.2 (a) shows the results for the system with net-

work size being 20 and the number of message types being 
100. However, the generation period of each message type fi 
here is timed by β, which changes from 0.1 to 1 to generate 
different workloads within the system. Thus, the workload in 

the system is , and it varies from 100 to 1,000 

according to the adjustment of β in Figure 6.2 (a). 
Figure 6.2 (b) shows the real-time success rate in terms 

of a relative deadline, the ratio of deadline over period of a 
message, α. α varies from 0.5 to infinity. In fact, when α 
reaches 10, most of the routing schemes can already achieve 
a 100% success rate. 

 
                            (a)                                                (b) 
Figure 6.2: (a) Real-Time Success Rate vs. Message Load. (b) Real-
Time Success Rate vs. Relative Deadline. 
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C. Summary of simulation results 

Simulation results can be summarized as the following 
and also in Table 6.1: 

(1) There is no scheme that can consistently outperform 
others. For example, the unicast scheme has the best per-
formance in terms of routing table size but becomes 
unacceptable in terms of real-time success rate while the 
source-based multicast scheme is the best in terms of real-
time success rate but performs poorly in terms of routing 
table size.  (2) While the import-port based scheme has not become 
the best in terms of either routing table size or real-time suc-
cess rate, it is the only acceptable scheme in both cases. This 
indicates a high probability that this scheme will be used in 
practical systems.  

Table 6.1: Summery of Simulation Results 

Routing Scheme Routing Table Size Real-Time Success 
Rate 

Unicast Best Poor, not acceptable 

Source-based Multicast Poor, not acceptable Best 

Core-based Multicast Acceptable Poor, not acceptable 

Input-port-based Cast Acceptable Acceptable 

 

VI.  FINAL REMARKS 

In this paper, we proposed switch-based in-vehicle net-
work architecture in order to realize a scalable, reliable, low-
cost digital communication in next generation automobile 
systems. We addressed a critical issue in network design: 
routing. We analyzed several routing schemes, including 
those that use existing routing techniques (e.g., unicast and 
multicast). We also proposed a new scheme that identifies a 
message in routing by both its type and the input port where 
the message arrives.  

The work presented in this paper is preliminary and 
many extensions are possible. For example, in addition to 
simple topology that has been proposed and used in this pa-
per, other topologies may also be of interest and should be 
explored in order to seek a topology that may optimize the 
system performance.  
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