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Abstract—In this paper, we investigate a cooperative wireless network with jamming-based secure communications, where a friendly jammer can transmit jamming signals to interfere the malicious eavesdropper. We find that the secrecy rate of the source-destination link can be effectively improved with the help of the friendly jammer, and each source intends to obtain optimal jamming power from the friendly jammer to maximize its secrecy rate for data transmission. We then formulate this power allocation problem as an auction game and propose two distributively auction-based power allocation schemes, which are power allocation using Traditional Ascending Clock Auction (ACA-T) and power allocation using Alternative Ascending Clock Auction (ACA-A), considering the friendly jammer as the auctioneer and the sources as the bidders. In addition, we prove that both the proposed schemes can converge in a finite number of iterations. We also prove that the ACA-A scheme is cheat-proof while the ACA-T scheme is not. Finally, simulation results are presented to demonstrate the efficiency of the proposed auction-based schemes in improving secrecy rate of wireless networks.

I. INTRODUCTION

The basic idea of physical layer security is to exploit the physical characteristics of wireless channels to provide secure communications. The security is quantified by secrecy capacity, which is defined as the maximum rate of reliable information sent from the source to the intended destination in the presence of eavesdroppers. This line of work was pioneered by Aaron Wyner, who introduced the wiretap channel and established fundamental results of creating perfectly secure communications without relying on private keys [1]. Wyner showed that when the eavesdropper channel is a degraded version of the main channel, the source and the destination can exchange perfectly secure messages at a non-zero rate. In follow-up work, the secrecy capacity of Gaussian wiretap channel was studied [2], and Wyner’s approach was extended to the transmission of confidential messages over broadcast channels [3].

Motivated by the fact that if the source-wiretapper channel has higher channel gain than the source-destination channel, the perfect secrecy capacity will be zero [3], cooperative jamming is considered as a promising approach to improve the secrecy capacity by interfering the eavesdropper with codewords independent of the source messages. For instance, in [5] and [6], several cooperative jamming schemes were investigated for different scenarios. In such cooperative wireless networks with jammers, the network performance of physical layer security depends very much on effective power allocation of jamming signals. To provide an effective and flexible method that studies how the autonomous nodes interact and cooperate with each other for resource allocation, some auction and pricing approaches were therefore proposed in [8]–[11].

In this paper, we investigate how to improve physical layer security in a cooperative scenario, where there is one friendly jammer that can transmit jamming signals to interfere the malicious eavesdropper, as well as several pairs of sources and destinations that want to improve the secrecy rate of their data transmission with the help of the friendly jammer. We find that using a well-chosen amount of jamming power from the friendly jammer, the secrecy rate of a source-destination link can be maximized. In [12], the authors proposed a distributed approach using the share auction by iteratively updating the bids for jamming power allocation in order to optimize the secrecy rate of data transmission. To allocate the jamming power in a distributive and efficient way, we also formulate the power allocation problem as an auction game in which the friendly jammer is the auctioneer and the sources are the bidders. In addition, we propose two power allocation schemes based on auction theory [13], [14], which are power allocation using Traditional Ascending Clock Auction (ACA-T) and power allocation using Alternative Ascending Clock Auction (ACA-A). Then, we investigate some properties of the proposed auction-based power allocation schemes. We prove that both the proposed auction-based schemes can converge in a finite number of iterations. We also prove that the ACA-T scheme is not cheat-proof, while the ACA-A scheme is. Finally, the efficiency of the proposed auction-based schemes are verified by simulations.

The rest of this paper is organized as follows. In Section II, the system model for jammer-assisted secure network is described, and the utilities of the sources and the friendly jammer are formulated. In Section III, two auction-based power allocation schemes are proposed. In Section IV, we investigate some important properties (convergence and cheat-proof) of the proposed auction-based schemes. Simulation results are provided in Section V, and the conclusions are drawn in Section VI.

II. SYSTEM MODEL AND PROBLEM FORMULATION

A. System Model

As shown in Fig. 1, we consider a cooperative network consisting of $N$ source nodes, $N$ corresponding destination nodes, one friendly jammer node, and one malicious eavesdropper node, which are denoted by $S_i$, $D_i$, $i = 1, 2, \ldots, N$, $J$, and $E$, respectively. We denote by $N$ the set of indices $\{1, 2, \ldots, N\}$. All the nodes here are equipped with a single omni-directional antenna and operate in a half-duplex way, i.e., each node cannot receive and transmit simultaneously. The malicious node always tries to eavesdrop the messages transmitted by the source nodes. The maximum rate of secrecy information...
The channel gains from friendly jammer $J_i$ to destination $D_i$ and eavesdropper $E$ are $g_{J_i,D_i}$ and $g_{J_i,E}$, respectively. Friendly jammer $J_i$ transmits with power $p_{J_i}$ to help improve the secrecy rate of data transmission from source $S_i$ to destination $D_i$. The channel gains from friendly jammer $J_i$ to destination $D_i$ and eavesdropper $E$ are $g_{J,D_i}$ and $g_{J,E}$, respectively. Note that here the channel gains contain the path loss, as well as the Rayleigh fading coefficient with zero mean and unit variance. For simplicity, we assume that the fading coefficients are constant over one slot, and vary independently from one slot to another. The thermal noise power at the destination and eavesdropper nodes is denoted by $\sigma^2$. The channel bandwidth is $W$.

The channel capacity for source $S_i$ to destination $D_i$, denoted by $C_1$, can be written as

$$C_1 = W \log \left( 1 + \frac{p_{J_i} g_{J_i,D_i}}{\sigma^2 + p_{J_i} g_{J,D_i}} \right). \tag{1}$$

Similarly, the channel capacity for source $S_i$ to malicious eavesdropper $E$, denoted by $C_2$, can be written as

$$C_2 = W \log \left( 1 + \frac{p_{J_i} g_{J_i,E}}{\sigma^2 + p_{J_i} g_{J,E}} \right). \tag{2}$$

Note that here we assume that there is no interference from the other sources, since different sources transmit their messages to the corresponding destinations in orthogonal channels. Then the secrecy rate for source $S_i$ can be defined as [4]

$$C_s^i = (C_1^i - C_2^i)^+ \tag{3}$$

$$= W \left[ \log \left( 1 + \frac{p_{J_i} g_{J_i,D_i}}{\sigma^2 + p_{J_i} g_{J,D_i}} \right) - \log \left( 1 + \frac{p_{J_i} g_{J_i,E}}{\sigma^2 + p_{J_i} g_{J,E}} \right) \right]^+,$$

where $(x)^+$ represents $\max\{x, 0\}$.

From (1) and (2), we can see that both $C_1^i$ and $C_2^i$ are decreasing and convex functions of jamming power $p_{J_i}^i$, $i \in \mathcal{N}$. However, if $C_2^i$ decreases faster than $C_1^i$ as the jamming power $p_{J_i}^i$ increases, $C_s^i$ might increase in a certain region of value $p_{J_i}^i$. But when $p_{J_i}^i$ further increases, both $C_1^i$ and $C_2^i$ will approach zero. As a result, $C_s^i$ approaches zero. Then the problems come to whether or not $C_s^i$ can be effectively improved, and how to control the jamming power in a distributed manner. Comparing the expression of $C_1^i$ with that of $C_2^i$, we can get that if $\frac{g_{J,D_i}}{g_{J,E}} < \frac{g_{J,E}}{g_{J,D_i}}$, the gain of the secrecy rate will be above zero in a certain region of the jamming power $p_{J_i}^i$. To achieve the improvement, we propose some distributed game theoretical approaches in the following subsections.

### B. Source’s Utility Function

In this system, we consider source $S_i$ as one of the bidders, $i \in \mathcal{N}$, while friendly jammer $J$ as the auctioneer. The sources submit bids to compete for the jamming power from the friendly jammer, in order to increase the secrecy rate of their own data transmissions. Source $S_i$ can have a performance gain by successfully getting the jamming power $p_{J_i}^i$. However, it needs to pay for the power offered by the friendly jammer, and the payment is determined by the amount of the jamming power and its unit price. Therefore, the utility function of source $S_i$ can be defined as

$$U_i(p_{J_i}^i, \lambda) = \mathcal{G}(p_{J_i}^i) - \mathcal{P}(p_{J_i}^i, \lambda), \tag{4}$$

where $\mathcal{G}(p_{J_i}^i)$ is the performance gain with the jamming power $p_{J_i}^i$, $\mathcal{P}(p_{J_i}^i, \lambda)$ is the cost paid for the friendly jammer, and $\lambda$ represents the unit price of jamming power asked by the friendly jammer during the auction.

$\mathcal{G}(p_{J_i}^i)$ can be written as

$$\mathcal{G}(p_{J_i}^i) = C_s^i - C_s^i, \tag{5}$$

where $C_s^i$ and $C_s'^i$ represent the secrecy rate with and without jamming power, respectively. $C_s^i$ can be given in (3), while $C_s'^i$ can be obtained by setting $p_{J_i}^i = 0$ in (3) as

$$C_s'^i = W \left[ \log \left( 1 + \frac{p_{J_i} g_{J_i,D_i}}{\sigma^2 + p_{J_i} g_{J,D_i}} \right) - \log \left( 1 + \frac{p_{J_i} g_{J_i,E}}{\sigma^2 + p_{J_i} g_{J,E}} \right) \right]^+ \tag{6}.$$

Generally speaking, the cost paid for the friendly jammer is higher if the jamming power used is larger. Therefore, the cost function $\mathcal{P}(p_{J_i}^i, \lambda)$ should be monotonically increasing with $p_{J_i}^i$. In the literature, due to its simplicity and efficiency, linear pricing is widely used [11]. Then the cost function can be written as

$$\mathcal{P}(p_{J_i}^i, \lambda) = \lambda p_{J_i}^i, \tag{7}$$

where the unit price $\lambda$ is a constant for all the units of jamming power, though it may change in different auction rounds.

From (4), (5), (7), and the expressions of $C_s'^i$ in (3) and $C_s'^i$ in (6), we can get the utility of source $S_i$ as

$$U_i(p_{J_i}^i, \lambda) = W \left[ \log \left( 1 + \frac{p_{J_i} g_{J_i,D_i}}{\sigma^2 + p_{J_i} g_{J,D_i}} \right) - \log \left( 1 + \frac{p_{J_i} g_{J_i,E}}{\sigma^2 + p_{J_i} g_{J,E}} \right) \right] - \log \left( 1 + \frac{p_{J_i} g_{J_i,E}}{\sigma^2 + p_{J_i} g_{J,E}} \right) + \log \left( 1 + \frac{p_{J_i} g_{J_i,E}}{\sigma^2} \right) - \lambda p_{J_i}^i, \tag{8}$$

which is subject to the secrecy rate constraints $C_s'^i \geq 0$ and $C_s'^i > 0$, and transmitting power constraints $0 \leq p_i \leq p_{\text{max}}$. Fig. 1. System model for jammer-assisted secure network.
C. Jammer’s Utility Function

The friendly jammer charges the sources for the jamming service at a price \( \lambda \) for every unit of jamming power. Provided the maximum power is bounded by \( p_{\text{max}} \), we have the utility of friendly jammer \( J \) as

\[
U_J \left( \{ p_i^J \}, \lambda \right) = \lambda \sum_i p_i^J ,
\]

s.t. \( 0 \leq \sum_i p_i^J \leq p_{\text{max}} \).

Note that there should be a reserve price in the trade, denoted by \( \lambda^0 \), which can be set equal to the average cost of transmitting unit jamming power, i.e., \( \lambda^0 = C/p_{\text{max}} \), where \( C \) represents the basic cost of sending jamming power at the friendly jammer node. Then, we can easily get if the asking price \( \lambda \) is higher than \( \lambda^0 \), the friendly jammer would always benefit from the trade. Otherwise, it would not participate in the trade. 

III. DISTRIBUTED AUCTION GAMES

In this section, we investigate the schemes how the friendly jammer sells the jamming power. Generally speaking, there are two possible approaches, the centralized approach and the distributed approach. In the centralized approach, the friendly jammer knows exactly all the private information of each pair of source and destination as well as the malicious eavesdropper. Thus, the friendly jammer can allocate the jamming power based on the criteria such as maximizing the global secrecy rate or proportional fairness. However, the sources and destinations can be geographically distributed, therefore, it is not feasible for the friendly jammer to collect all the private information of each node in the network. Here we propose two auction-based distributed power allocation schemes, which are power allocation using Traditional Ascending Clock Auction (ACA-T) and power allocation using Alternative Ascending Clock Auction (ACA-A), considering the friendly jammer as the auctioneer and the sources as the bidders. During the auction, the auctioneer first announces an initial price, then the bidders report to the auctioneer their demands at that price, and the auctioneer raises the price until the total demands meet the power supply.

A. ACA-T

In this subsection, the ACA-T scheme based on traditional ascending clock auction [13] is proposed, where each source is allowed to bid any power demand between 0 and \( p_{\text{max}} \) at every iteration.

As shown in Algorithm I, before the auction, the friendly jammer sets up the iteration index \( t = 0 \), the price step \( \delta > 0 \), as well as the initial asking price \( \lambda^0 \) which is equal to the reserve price given in Subsection II-C, and then announces \( \lambda^0 \) to all the sources. Each source submits its optimal bid \( p_{i,0}^J \) by computing

\[
\left( p_{i,0}^J, p_{i,0} \right) = \arg \max \left( p_i^J, \lambda^0 \right) U_i \left( p_i^J, \lambda^0 \right).
\]

The friendly jammer sums up all the bids from the sources \( p_{\text{total},0}^J = \sum_i p_{i,0}^J \) and compares \( p_{\text{total},0}^J \) with \( p_{\text{max}} \). If \( p_{\text{total},0}^J \leq p_{\text{max}} \), the friendly jammer will conclude the auction

\[
\begin{array}{c}
\text{1. Given the available jamming power } p_{\text{max}}, \text{ price step } \delta > 0, \text{ and iteration index } t = 0, \text{ the friendly jammer initializes the asking price with the reserve price } \lambda^0. \\
\text{2. Source } S_i \text{ computes } \left( p_{i,t}^J, p_{i,t} \right) = \arg \max \left( p_i^J, \lambda^0 \right) U_i \left( p_i^J, \lambda^0 \right) \text{ and submits its optimal bid } p_{i,t}^J. \\
\text{3. The friendly jammer sums up all the bids from the sources } p_{\text{total},t}^J = \sum_i p_{i,t}^J \text{ and compares } p_{\text{total},t}^J \text{ with } p_{\text{max}}: \\
\hspace{1cm} \bullet \text{ If } p_{\text{total},t}^J \leq p_{\text{max}}, \text{ the friendly jammer concludes the auction and chooses not to participate in the trade.} \\
\hspace{1cm} \bullet \text{ Else, set } t = t + 1, \text{ and continue the auction.}
\end{array}
\]

and choose not to participate in the trade. Otherwise, the friendly jammer sets \( \lambda^{t+1} = \lambda^t + \delta, t = t + 1, \) and announces \( \lambda^t \) to all the sources. Then each source submits its optimal bid \( p_{i,t}^J \) again by computing

\[
\left( p_{i,t}^J, p_{i,t} \right) = \arg \max \left( p_i^J, \lambda^t \right) U_i \left( p_i^J, \lambda^t \right).
\]

Comparing the total bid \( p_{\text{total},t}^J = \sum_i p_{i,t}^J \) with the maximal jamming power to be sold, if \( p_{\text{total},t}^J \leq p_{\text{max}} \), the friendly jammer concludes the auction until \( p_{\text{total},T}^J \leq p_{\text{max}} \). Let the final iteration index be \( T \). As the asking price \( \lambda \) increases discretely every round of the auction, we may have that \( p_{\text{total},T}^J < p_{\text{max}} \), which does not fully utilize the jamming power. To make sure that \( p_{\text{total},T}^J = p_{\text{max}} \), we modify \( p_{i,T}^J \) by introducing proportional rationing [14]. Therefore, the final allocated jamming power of source \( S_i \) can be given as

\[
p_{i}^J = p_{i,T}^J + \sum_i p_{i,T}^J - 1 - \frac{p_{i,T}^J}{p_{\text{max}} - \sum_i p_{i,T}^J} \left( p_{\text{max}} - \sum_i p_{i,T}^J \right), \tag{12}
\]

where \( \sum_i p_{i}^J = p_{\text{max}} \).

B. ACA-A

Note that the ACA-T scheme described in Subsection III-A is equivalent to the distributed dual-based optimization approach for Network Utility Maximization (NUM) problem [15], which means that the ACA-T scheme can achieve efficient power allocation. However, as we will prove in the next section, the ACA-T scheme is not cheat-proof. To solve this problem, the ACA-A scheme based on alternative ascending clock auction [14] is proposed.
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chooses not to participate in the trade.
* Else, set \( \lambda^{t+1} = \lambda^t + \delta, t = t + 1, \) and repeat:
  * The friendly jammer announces \( \lambda^t \) to all the sources.
  * Source \( S_i \) computes \( p_{i,t}^j, p_i, t \) = \( \max \sum_{p_i, t} U_i (p_i, \lambda^t) \) and submits its optimal bid \( p_{i,t}^j \).
  * The friendly jammer sums up all the bids from the sources \( p_{i,t}^j, p_i, t = \sum_{p_i, t} p_{i,t}^j \) with \( p_{i,t}^j \).

4. Finally, the utility of source \( S_i \) is
   \[
   U_i^* (p_{i,t}^j, \lambda^t) = \mathcal{G} (p_{i,t}^*, p_i, t) - p_i^*,
   \]
   where \( p_i^* \) is the payment of \( S_i \), and can be expressed as
   \[
   p_i^* = \lambda^t L_i^* + \sum_{t=1}^T \lambda^t (L_i^t - L_i^{t-1}).
   \]

As shown in Algorithm II, the procedures of ACA-A are the same as ACA-T except that at every iteration \( t \) = 0, the friendly jammer initializes the asking price with
the reserve price \( \lambda^0 \).

We compute \( p_{i,t}^j, p_i, t = \sum_{p_i, t} p_{i,t}^j \) and submit its optimal bid \( p_{i,t}^j \).

3. The friendly jammer sums up all the bids from the sources \( p_{i,t}^j, p_i, t = \sum_{p_i, t} p_{i,t}^j \) with \( p_{i,t}^j \).
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* Else, set \( \lambda^{t+1} = \lambda^t + \delta, t = t + 1, \) and repeat:
  * The friendly jammer announces \( \lambda^t \) to all the sources.
  * Source \( S_i \) computes \( p_{i,t}^j, p_i, t = \max \sum_{p_i, t} U_i (p_i, \lambda^t) \) and submits its optimal bid \( p_{i,t}^j \).
  * The friendly jammer sums up all the bids from the sources \( p_{i,t}^j, p_i, t = \sum_{p_i, t} p_{i,t}^j \) with \( p_{i,t}^j \).

Finally, the utility of source \( S_i \) is
\[
U_i^* (p_{i,t}^j, \lambda^t) = \mathcal{G} (p_{i,t}^*, p_i, t) - p_i^*,
\]
where \( p_i^* \) is the payment of \( S_i \), and can be expressed as
\[
p_i^* = \lambda^t L_i^* + \sum_{t=1}^T \lambda^t (L_i^t - L_i^{t-1}).
\]

To obtain the optimal solution of jamming power for source
\( S_i \), let \( \frac{dU_i}{p_i^j} = 0 \), and then we have
(16)
\[
W_{p_i} = \frac{\left( 1 + \gamma_{J,D} \right) p_i^j}{\left( 1 + \gamma_{S,D} \right) p_i^j + \gamma_{J,D} p_i^j}
+ \frac{\left( 1 + \gamma_{L,E} p_i^j \right)}{\left( 1 + \gamma_{S,E} \right) p_i^j + \gamma_{L,E} p_i^j}.
\]
Rearranging the above equation, we can get a fourth order polynomial equation as
(17)
\[
p_i^j = \frac{F_{2,4} + F_{1,3} p_i^j + F_{1,2} p_i^j + F_{1,1} p_i^j + F_{1,0}}{0},
\]
where \( F_{i,t}, \) \( t = 0, 1, 2, 3 \), are formulae of constants \( \gamma_{S,D}, \gamma_{S,E}, \gamma_{J,D}, \gamma_{L,E} \), and \( \gamma_{J,E} \), as well as variables \( p_i \) and \( \lambda \).

The solution of the quartic (17) can be expressed in closed
form, but this is not the primary goal here. The optimal solution to our particular interest can be given as
(18)
\[
p_i^* = \frac{p_i^*}{\left( \gamma_{S,D}, \gamma_{S,E}, \gamma_{J,D}, \gamma_{L,E} \right)}
\]
which is a function of the asking price \( \lambda \), the source transmitting power \( p_i \), and other channel parameters. Note that the power constraint \( 0 \leq \sum_{j=1}^J p_j \leq p_{\max} \) in the auction, we can get the optimal strategy for source \( S_i \), \( i \in N \), as
(19)
\[
p_i^* = \min \left( p_{\max}, \max \left( p_i^*, 0 \right) \right).
\]

A. Convergence

In this subsection, we prove that both the proposed auction-

based power allocation schemes have the convergence property,
\( i.e., \) each scheme will conclude in a finite number of

iterations.

Theorem 1: The ACA-T and ACA-A schemes will

conclude in a finite number of iterations.

Proof: From (16), we can see that if the asking price \( \lambda \)

is sufficiently large, the optimal solution of jamming power

should be quite small to make sure that the equation holds.

Note that the right side of (16) is positive and bounded by a

finite number, which can be denoted by \( M \), under the power

constraints that \( 0 \leq \sum_{j=1}^J p_j \leq p_{\max} \) and \( 0 \leq p_i \leq p_{\max} \). Then we can approximately obtain that the optimal solution satisfies
(20)
\[
p_i^* = \min \left( p_{\max}, \max \left( p_i^*, 0 \right) \right)
\]
where \( \alpha(x) \) = \( \alpha(\beta(x)) \) \( (x \rightarrow a) \) means
\[
\lim_{x \rightarrow a} \alpha(\beta(x)) = 0.
\]

According to Algorithm I and Algorithm II, we have that

the asking price \( \lambda \) increases with a fixed price step \( \delta > 0 \)

until the auction concludes, then \( \lambda \) will become quite a high value

with a sufficiently large \( t \). Thus, from (20) we can get that
(21)
\[
p_i^* = \min \left( p_{\max}, \frac{N}{\delta} \right),
\]
where \( N \) is a finite number and represents the number of

sources participating in the auction. Therefore, there exists a

finite positive iteration index \( T \), \( T < \frac{W_{p_{\max}}}{\delta} \), satisfying the condition that \( \sum_{j=1}^N p_j < p_{\max} \). Which means that the ACA-

T and ACA-A auction-based schemes conclude in a finite

number of iterations.

TABLE II

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACA-A</td>
<td></td>
</tr>
<tr>
<td>ACA-T</td>
<td></td>
</tr>
</tbody>
</table>

IV. ANALYSIS OF THE PROPOSED AUCTION GAMES

In this section, we investigate some important properties of the two proposed auction-based power allocation schemes: convergence and cheat-proof.

By differentiating the utility function (8) with respect to \( p_i^j \), we have
(15)
\[
\frac{\partial U_i}{p_i^j} = \frac{W_{\gamma_{S,D}, \gamma_{J,D}, p_i}^*}{\left( 1 + \gamma_{J,D,p_i}^* \right) \left( 1 + \gamma_{S,D,p_i}^* + \gamma_{J,D,p_i}^* \right)}
+ \frac{W_{\gamma_{S,E}, \gamma_{J,D}^*}}{\left( 1 + \gamma_{J,E,p_i}^* \right) \left( 1 + \gamma_{S,E,p_i}^* + \gamma_{J,E,p_i}^* \right)} - \lambda,
\]
where \( \gamma_{S,D}, \gamma_{S,E} \triangleq \frac{y_{S,D}}{\sigma^2}, \gamma_{J,D}, \gamma_{J,E} \triangleq \frac{y_{J,D}}{\sigma^2}, \) and \( \gamma_{J,E} \triangleq \frac{y_{J,E}}{\sigma^2}, i \in N'.

To obtain a finite positive iteration index \( T \), \( T < \frac{W_{p_{\max}}}{\delta} \), satisfying the condition that \( \sum_{j=1}^N p_j < p_{\max} \). Which means that the ACA-

T and ACA-A auction-based schemes conclude in a finite

number of iterations.
B. Cheat-Proof

In this subsection, we prove that the ACA-A scheme is cheat-proof while the ACA-T scheme is not. A scheme is cheat-proof, which means that in the scheme reporting true optimal demand at every iteration is a mutually best response for each source.

**Theorem 2:** The ACA-A scheme is cheat-proof.

**Proof:** Given that all the other sources report their true optimal demands at every iteration during the auction, the auction will conclude at iteration $T_1$ if source $S_i$ also reports its true optimal demand at every iteration, while the auction will conclude at iteration $T_2$ if source $S_i$ does not report its true optimal demand at every iteration. The final utility of source $S_i$ is then denoted by $U_{i}^{T_1}$ and $U_{i}^{T_2}$, respectively.

According to Algorithm II, we have

$$
U_{i}^{T_1} = G \left( L_{i}^{T_1}, p_{i,T_1} \right) - \lambda^T L_0 - \sum_{t=1}^{T_1} \lambda^t \left( L_i^t - L_i^{t-1} \right), \quad j \in \{1, 2\},
$$

(22)

where the expression of $G$ is given by (5) and (8).

When $\delta$ is sufficiently small, we have

$$
L_i^{T_1} = p_{i,T_1} = p_{\text{max}} - \sum_{k=1, k\neq i}^{N} p_{k,T_1}^j, \quad j \in \{1, 2\}.
$$

(23)

- If $T_2 < T_1$, as the asking price increases with the iteration index $t$, we have $\lambda^T_1 > \lambda^T_2$. Then we can get

$$
U_{i}^{T_1} - U_{i}^{T_2} = G \left( L_{i}^{T_1}, p_{i,T_1} \right) - G \left( L_{i}^{T_2}, p_{i,T_2} \right) - \sum_{t=T_2+1}^{T_1} \lambda^t \left( L_i^t - L_i^{t-1} \right) > G \left( L_{i}^{T_1}, p_{i,T_1} \right) - \lambda^T_1 p_{i,T_1} - G \left( L_{i}^{T_2}, p_{i,T_2} \right) + \lambda^T_1 p_{i,T_2} = U_i \left( p_{i,T_1}, p_{i,T_2}, \lambda^T_1 \right) - U_i \left( p_{i,T_1}, p_{i,T_2}, \lambda^T_2 \right) \geq 0,
$$

(24)

where the last inequality comes from (11) that $(p_{i,T_1}, p_{i,T_2}) = \arg \max_{(p_{i,T_1}, p_{i,T_2})} U_i (p_{i,T_1}, \lambda^T_1)$.

- If $T_2 \geq T_1$, as the asking price increases with the iteration index $t$, we have $\lambda^T_1 \leq \lambda^T_2$. Then we can get

$$
U_{i}^{T_1} - U_{i}^{T_2} = G \left( L_{i}^{T_1}, p_{i,T_1} \right) - G \left( L_{i}^{T_2}, p_{i,T_2} \right) + \sum_{t=T_1+1}^{T_2} \lambda^t \left( L_i^t - L_i^{t-1} \right) > G \left( L_{i}^{T_1}, p_{i,T_1} \right) - \lambda^T_1 p_{i,T_1} - G \left( L_{i}^{T_2}, p_{i,T_2} \right) + \lambda^T_1 p_{i,T_2} = U_i \left( p_{i,T_1}, p_{i,T_2}, \lambda^T_1 \right) - U_i \left( p_{i,T_1}, p_{i,T_2}, \lambda^T_2 \right) \geq 0,
$$

(25)

where the last inequality comes from (11) that $(p_{i,T_1}, p_{i,T_2}) = \arg \max_{(p_{i,T_1}, p_{i,T_2})} U_i (p_{i,T_1}, \lambda^T_1)$.

From (24) and (25), we can obtain that $U_{i}^{T_1} \geq U_{i}^{T_2}$. Thus, given that all the other sources report their true optimal demands at every iteration, the best strategy of source $S_i$ is to report its true optimal demand at every iteration. Since all the sources are non-collaborative, reporting true optimal demand at every iteration is a mutually best response for each source. There is no incentive for the sources to cheat since any cheating may lead to a loss in utility. Therefore, the ACA-A scheme is cheat-proof.

**Theorem 3:** The ACA-T scheme is not cheat-proof.

**Proof:** Given that all the other sources report their true optimal demands at every iteration during the auction, the auction will conclude at iteration $T_1$ with a price $\lambda^T_1$ and power allocation $p_{i,T_1}^j$ if source $S_i$ also reports its true optimal demand at every iteration, while the auction will conclude at iteration $T_2$ with a price $\lambda^T_2$ and power allocation $p_{i,T_2}^j$ if source $S_i$ does not report its true optimal demand at every iteration. The final utility of source $S_i$ is then denoted by $U_{i}^{T_1}$ and $U_{i}^{T_2}$, respectively.

According to Algorithm I, for any fixed $p_i$, we have

$$
U_{i}^{T_1} = G \left( p_{i,T_1}^j, p_i \right) - \lambda^T_1 p_{i,T_1}^j - \sum_{j=1, j\neq i}^{N} \lambda^t \left( p_{j,T_1}^j - p_{j,T_1}^{j-1} \right), \quad j \in \{1, 2\}.
$$

(26)

Then we can get

$$
U_{i}^{T_1} - U_{i}^{T_2} = G \left( p_{i,T_1}^j, p_i \right) - G \left( p_{i,T_2}^j, p_i \right) - \lambda^T_1 p_{i,T_1}^j + \lambda^T_2 p_{i,T_2}^j.
$$

(27)

From (27), we cannot guarantee that $U_{i}^{T_1} > U_{i}^{T_2}$, since if $\lambda^T_1 p_{i,T_1}^j - \lambda^T_2 p_{i,T_2}^j < G \left( p_{i,T_1}^j, p_i \right) - G \left( p_{i,T_2}^j, p_i \right)$, then $U_{i}^{T_1} < U_{i}^{T_2}$. Therefore, the sources have the incentive not to report their true optimal demands since it can lead to a greater utility, which means that the ACA-T scheme is not cheat-proof.

V. SIMULATION RESULTS

To evaluate the performance of the proposed schemes, we conduct the following simulations. For simplicity and without loss of generality, we consider a communication network with only three pairs of source and destination, in which the sources are located at the coordinate $(100, 0, m)$, $(100, 100, m)$, and $(-100, 200, m)$, and the corresponding destinations are located at the coordinate $(100, 0, m)$, $(100, m, 100)$, and $(100, 200, m)$, respectively. The malicious eavesdropper is located at $(100, -100, m)$, while the friendly jammer is located at $(0, -100, m)$. The other simulation parameters are set up as follows: The whole jamming power $p_{\text{max}}$ is $0.1$ W, which is the same as the source transmitting power constraint; the transmission bandwidth $W$ is $100$ KHz; the noise power is $\sigma^2 = -70$ dBm; Rayleigh fading channel is assumed, where the channel gain consists of the path loss and the Rayleigh fading coefficient; the path loss factor is $2$; the reserve price $\lambda^0$ is $0.001$; the price step $\delta$ is $0.01$ here.

First, we investigate the cheat-proof performance of the ACA-T and ACA-A schemes. Here, we assume that source $S_3$ reports a false power demand $\hat{p}_{3,t}^j$ by scaling the true optimal demand $p_{3,t}^j$ with a cheat factor $k$, i.e., $\hat{p}_{3,t}^j = \min \left( p_{\text{max}}, \max \left( 0, k p_{3,t}^j \right) \right)$. In Fig. 2, the final utilities of source $S_3$ as a function of the cheat factor $k$ in the ACA-T and ACA-A schemes are shown, respectively. We can see that with ACA-T, source $S_3$ achieves the maximal utility when $k$ is around $0.7$. Since the sources are non-collaborative, all the sources have the incentive to report a smaller demand at every iteration. Thus, the ACA-T scheme is not cheat-proof. With ACA-A, we can see that source $S_3$ achieves the maximal utility
when $k = 1$, which means that no source has the incentive to cheat since any cheating will lead to a loss in its utility. Thus, the ACA-A scheme is cheat-proof. This simulation result verifies Theorem 2 and Theorem 3.

Then, we investigate the system performance with the two proposed schemes compared to the no-jamming case. In Fig. 3, the system secrecy rate, which is defined as the sum secrecy rate of all the source-destination links, as a function of total jamming power with the ACA-T and ACA-A schemes as well as the no-jamming case is shown, respectively. We can see that with the proposed auction-based schemes allocating the jamming power from the friendly jammer to the sources, the system can effectively obtain a positive performance gain in the secrecy rate compared with the no-jamming case. Furthermore, we can find that ACA-T and ACA-A have almost the same performance in terms of the system secrecy rate. Hence, the system can always achieve efficient jamming power allocation and obtain optimal system secrecy rate with the ACA-T and ACA-A schemes.

VI. CONCLUSIONS

In this paper, we have investigated how to improve the secrecy capacity for a cooperative jamming based network with one friendly jammer, one malicious eavesdropper, and several pairs of source and destination. To allocate the jamming power distributively and efficiently, we proposed two auction-based power allocation schemes, i.e., ACA-T and ACA-A, where the friendly jammer behaves as the auctioneer and the sources are the bidders. We proved and verified with simulations that both the proposed schemes can converge in a finite number of iterations, and the ACA-A scheme is cheat-proof which can enforce the selfish and non-collaborative sources to report their true optimal demands at every iteration during the auction, while the ACA-T scheme is not. We also demonstrated that the ACA-T and ACA-A schemes can always achieve efficient jamming power allocation and optimal system secrecy rate.
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