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Abstract—We consider the problem of finding end-to-
end shortest disjoint paths for a given sequence of 
domains in multi-domain networks. A Path Computation 
Element (PCE) serves as a computing entity in each 
domain, specializing in path computation and 
optimization. We propose a novel PCE-based scheme that 
computes the shortest path over multiple domains in the 
forward direction and computes the disjoint path in the 
backward direction. The proposed scheme has linear-time 
computation and message overhead in regard to the 
number of border nodes. Simulation results show that our 
proposed scheme can result in an optimal solution, while 
significantly reducing computation time compared to 
existing algorithms. 

Index Terms—Multi-domain networks, Optimal 
disjoint path computation, PCE 
 

I. INTRODUCTION 

Networks are partitioned into multiple domains due 
to factors, such as administrative boundaries, locality, 
and underlying technologies. Domains are connected 
via inter-domain links. In such multi-domain networks, 
topology and resource information exchanged among 
domains is restricted because of scalability and privacy 
issues. Topology aggregation, which encodes the 
original topology of a domain with a compact auxiliary 
graph, is often used to reduce messages overhead, as 
well as to efficiently hide confidential details of each 
domain. One disadvantage of topology aggregation is 
the loss of information, which may significantly impact 
the results of optimal path computation. Hence, it is a 
challenging task in protocol design to balance the 
amount of information exchanged and the accuracy of 
path computation results [1, 2]. 

Recently, many emerging applications, such as Cloud 
computing and Datacenter networks, require agile, 
high-bandwidth, and fault-tolerant connections across 
multiple transport networks that are often managed as 
individual domains. Therefore, establishing 
MPLS/GMPLS Label Switched Paths across multi-
domain networks has attracted much attention in the 

Telecommunication industry. Current MPLS/GMPLS 
control plane consists of components that perform 
functions such as signaling, routing, and path 
computation. This architecture is efficient for a single 
domain, but becomes very complex and inefficient 
when multiple domains are involved, especially when 
considering Traffic Engineering characters. To address 
this problem, the Internet Engineering Task Force 
(IETF) has been developing a PCE-based architecture 
that treats the path computation function as a separate 
and distinct component from the control plane. One 
major advantage is that the PCE-based architecture 
simplifies the control plane and enables CPU and 
memory intensive path computation, which may not be 
possible to perform at a single network element [3].   

In this paper, we consider the problem of finding 
shortest disjoint working and backup paths (i.e., the 
total cost of two paths is minimum) over multiple 
domains. PCEs are used for exchanging topology 
aggregation and for optimal path computation. We 
focus on shortest disjoint path computation with a pre-
determined sequence of domains, which can be a basic 
procedure for survivable path computation in multi-
domain networks as adopted in RFC 5441 [4].  

The sequence of domains can be administratively 
provisioned, dynamically discovered using inter-
domain routing protocols, or dynamically computed 
using PCE architectures [5, 6]. In the case that the 
domain sequence is unknown, one solution as proposed 
in [5] can be to evaluate multiple candidate domain 
sequences using the proposed procedure for shortest 
disjoint path computation. Another case as proposed in 
[7] is that the working and backup paths follow 
different domain sequences. However, the optimal 
inter-domain disjoint path pairs may not be guaranteed 
in this case.      

The main contribution of our paper is to propose 
novel signaling procedures and an efficient solution for 
survivable path computation with regards to 
computation time and message overhead. In the case 
that multiple candidate domain sequences are offered, 
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improving the efficiency of path computation becomes 
even more important. Our proposed schemes are 
aligned with protocol standards defined by IETF RFCs, 
which makes them practical for implementation and 
deployment in multi-domain networks.  

We propose a PCE-based scheme called Forward 
Path Computation (FPC) to find the shortest path across 
multiple domains in the forward direction of a given 
sequence. Along with FPC, we use a procedure called 
Backward Path Computation (BPC) to search in the 
backward direction for the shortest disjoint path-pair 
given the shortest path computed by FPC. We call this 
scheme FPC-BPC. For disjoint path computation at 
each PCE, we apply Suurballe’s algorithm for optimal 
solutions and a simpler two-step heuristic for faster 
solutions. Our proposed approaches require much less 
computation time and message overhead compared to 
the existing algorithms in [8, 9]. We present simulation 
results for both optimal and heuristic approaches. Due 
to space limitations, the correctness proof of FPC-BPC 
with Suurballe’s algorithm will be presented in future 
publications. 

The rest of this paper is organized as follows. Section 
II introduces the PCE-based architecture and related 
work. Section III includes the problem statement and 
describes our proposed FPC-BPC scheme. Section IV 
shows the simulation results. Section V concludes the 
paper. 

II.   BACKGROUND AND RELATED WORK 

In a PCE-based architecture [3], PCEs are an 
application that can locate at a network element or on 
an out-of-network server. Each domain may have a 
single centralized PCE or multiple distributed PCEs to 
compute paths. A PCE has the knowledge of detailed 
network topology in its local domain and is responsible 
for generating topology aggregation and 
communicating with other domains using Path 
Computation Element Communication Protocol (PCEP) 
[10]. Upon receiving a request from a Path 
Computation Client (PCC) that is also an application, a 
PCE may compute a path independently, or may initiate 
inter-domain communications and compute paths 
collaboratively with associated PCEs. The resulting 
path is sent back to the requesting PCC and can be used 
for the MPLS/GMPLS control plane to signal an inter-
domain Label Switched Path (LSP). 

The problem of finding shortest disjoint paths where 
the source and destination reside in the same domain 
has been solved by Suurballe [11, 12]. Similar problems 
of finding shortest disjoint paths where the source and 
destination reside in different domains are more 
challenging given that different domains are controlled 

by separate administrative entities. The problem over 
multiple domains has been solved in polynomial time in 
[8], where disjoint paths do not follow any 
predetermined sequence of domains. However, the 
solution works under an assumption that the “minimum 
weight path between a source node s and a destination 
node t traverses each routing domain at most once.” 
Such an assumption cannot be guaranteed to be true for 
shortest path routing with arbitrary domain-sequences. 
In addition, the topology aggregation generated is 
quartic in terms of the number of border nodes and is 
flooded at the inter-domain level, which increases 
message overhead. 

In RFC 5441, a backward-recursive PCE-Based 
computation (BRPC) procedure is proposed which finds 
the shortest (single) multi-domain path in polynomial 
time for a given sequence of domains [4, 13]. The basic 
idea is to exhaustively search for an optimal path. The 
search starts from the destination domain and goes 
backward towards the source domain. From one domain 
to the previous domain, a Virtual Shortest Path Tree 
(VSPT) is recursively sent that contains the shortest 
paths from all ingress border nodes to the destination.  

A similar concept is extended to exhaustively search 
for the optimal pair of disjoint working and backup 
paths over a sequence of domains [9]. We term this 
approach BRPC-protection. In BRPC-protection, each 
PCE must compute shortest disjoint path-pairs from 
each possible pair of ingress border nodes to each 
possible pair of egress border nodes, which has a time 
complexity of O(B4), where B is the number of border 
nodes. Even though time complexity and message 
overhead are polynomially bounded with respect to 
border nodes, they are still costly to be implemented, 
especially in a dynamic centralized PCE architecture. 

III. PROBLEM STATEMENT AND SOLUTION 

Let Di be the ith domain in a multi-domain network. For 
a given sequence of domains, D = (D1, D2, …, Di, …, 
Dj, …), the problem is to find a shortest disjoint path-
pair (i.e., the total cost of the two paths are minimum) 
over multiple domains, where the source and the 
destination reside in different domains, and both 
working and backup paths follow the same domain-
sequence. We assume that no domain is repeated in the 
domain-sequence. Links in the domains may be 
unidirectional or bidirectional. We assume link costs 
are non-negative. To calculate optimal paths across 
multiple domains, the cost of a link in a domain Di and 
the cost of a link in another domain Dj should be 
comparable. If the cost metrics of the domains are 
different, then the PCEs can translate the cost metrics at 
domain boundaries. 
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                         Figure 1. The FPC Scheme 

We propose FPC-BPC to find shortest disjoint paths 
over multiple domains. FPC calculates the shortest path 
(SP1) from the source to the destination using VSPT in 
the forward direction. BPC calculates another shortest 
path (SP2) from the source to the destination using 
VSPT in the backward direction. Depending on the 
disjoint routing algorithm (Suurballe’s algorithm or the 
two-step algorithm) used at PCEs, the path computation 
of SP2 can be different. All PCEs should adopt the same 
algorithm for computing multi-domain paths in 
collaboration. FPC-BPC can be applied to both link-
disjoint and node-disjoint path computation. We focus 
on link-disjoint computation in the rest of the paper.  

A. Forward Path Computation (FPC) 

FPC applies the VSPT data structure for topology 
aggregation and results in the shortest path that follows 
a pre-determined domain-sequence. FPC differs from 
BRPC in that FPC establishes VSPTs in the forward 
direction. In addition, FPC guarantees a given domain-
sequence by modifying inter-domain links to be 
directional toward the destination. 

Starting from the PCE at the source domain, VSPTs 
are sent (termed as VSPT-forward for FPC) to the PCE 
of the next domain. VSPT-forward contains shortest 
paths from the source to each egress border node. FPC 
has the following steps.  
1) A PCC at the source sends PCReq to the source 

PCE that resides in the PCC’s home domain. 
2) The source PCE finds shortest paths from the 

source to egress nodes on the domain-sequence and 
builds a VSPT-forward (VSPT1 in Fig. 1). 

3) The source PCE sends the VSPT-forward via 
PCReq to a PCE of the next domain. 

4) If the PCE receiving the VSPT-forward is not 
associated with the destination domain (i.e., it is an 
intermediate domain in the domain-sequence), it 

                       Figure 2. The FPC-BPC Scheme 

   performs the following steps: 
a)  Attach the VSPT-forward to ingress nodes using 

inter-domain links. Make inter-domain links 
directional toward the destination domain (see 
the topology constructed at PCE2 in Fig. 1). 

 b) Find shortest paths from the root of the VSPT-
forward (i.e., the virtual source s) to egress 
nodes, and build a new VSPT-forward (VSPT2 
in Fig. 1). Go to Step 3. 

5) Otherwise, if the PCE receiving the VSPT-forward 
is associated with the destination domain, it 
performs the following steps: 
a)  Attach the VSPT-forward to ingress nodes using 

inter-domain links. Make inter-domain     links 
directional toward the destination. 

b)   Find a shortest path from the virtual source to 
the actual destination. This path is the desired 
shortest path, SP1. 

B. Backward Path Computation (BPC) 

BPC aims to find an optimal disjoint path-pair given 
the shortest path SP1 computed by FPC. BPC’s VSPT 
(termed as VSPT-backward) consists of path segments 
disjoint from SP1. 

Two link-disjoint routing algorithms can be used at 
PCEs when calculating path segments for VSPT-
backward. 
- For finding an optimal solution, apply Suurballe’s 

algorithm. Replace each link on SP1 by a link 
directed towards the source and make the cost of 
those links negative as described in [12]. Compute 
shortest paths from all ingress nodes to the virtual 
destination.  

- For a simple implementation, apply a two-step 
scheme. Remove all links that are included in SP1. 
Compute shortest paths from all ingress nodes to 
the virtual destination.  
 
 
 

141



 4

Starting from the PCE at the destination domain, 
BPC has the following steps:  
1) The PCE at the destination domain performs the 

following steps: 
a)   Attach the VSPT-forward (received during 

FPC) to ingress nodes using inter-domain 
links. Make inter-domain links directional 
toward the destination (see the topology 
constructed at PCE3 in Fig. 2). 

b) Run a link-disjoint routing algorithm 
(Suurballe’s or the two-step algorithm) from 
each ingress node to the destination given SP1, 
and build a VSPT-backward (VSPT-b1 in Fig. 
2). 

2) The PCE sends SP1 and the VSPT-backward via 
PCRep to the previous domain. 

3) If the PCE receiving the SP1 and VSPT-backward 
is not the source domain (i.e., it is an intermediate 
domain in the domain-sequence), it performs the 
following steps: 
a)   Attach the VSPT-backward to egress nodes and 

attach the VSPT-forward (received during 
FPC) to ingress nodes using inter-domain 
links. Make inter-domain links directional 
toward the destination. (See the topology 
constructed at PCE2 in Fig. 2)  

b)  Run a link-disjoint routing algorithm from each 
ingress node to the root of VSPT-backward 
(i.e. the virtual destination d) given SP1, and 
build a new VSPT-backward (VSPT-b2 in Fig. 
2). Go to Step 2. 

4) If the PCE receiving the SP1 and VSPT-backward 
is the source domain, it performs the following 
steps: 
 a)  Attach the VSPT-backward to egress nodes 

using inter-domain links and make inter-
domain links directional toward destination. 

b)   Run a link-disjoint routing algorithm from the 
source to the virtual destination to obtain SP2.  

C. Constructing Two Disjoint Paths 

If the two-step disjoint routing algorithm is adopted at 
each PCE, the resulting SP1 and SP2 of FPC-BPC are 
the desired disjoint paths. If Suurballe’s algorithm is 
used at each PCE, we can derive two disjoints paths 
from SP1 and SP2. If SP1 and SP2 do not share any 
segments (i.e., no overlapping), the answer is 
immediate. We now focus on how to remove 
overlapped segments between SP1 and SP2 in order to 
derive two disjoint paths. 
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Figure 3. FPC-BPC with Suurballe’s Algorithm 

 
The path segments included in a VSPT can be either 

explicit (i.e., all the nodes traversed in a path segment 
are listed) or loose (only the border nodes traversed are 
listed) [4]. When explicit paths are used, the source 
PCE can directly calculate two disjoint paths by 
removing overlapped segments as described in [12]. 
When loose paths are used, a path-key technique in 
RFC 5520 [14] can be used to retrieve the explicit paths 
on a per-domain basis during the GMPLS/MPLS 
signaling process. Overlapping segments inside a 
domain can then be removed on a per-domain basis.   

Figure 3 depicts an example of constructing disjoint 
paths when explicit paths are used for FPC-BPC with 
Suurballe’s algorithm. On the topology constructed at 
PCE2, the disjoint path from I23 to d is (I23, b, I22, E12, a, 
s, s, a, E11, I21, d). We have proved that the loop (a, s, s, 
a) can be removed with no impact on the optimal result. 
Hence, the path segment (I23, d) in VSPT-b has the path 
(I23, b, I22, E12, a, E11, I21, d). At the end of FPC-BPC, 
PCE1 computes SP2, removes the overlap of SP1 and 
SP2, and obtains two disjoint paths: (s, E13, I23, b, d) and 
(s, a, E11, I21, d).  Note that, if Suurballe’s algorithm is 
used at each PCE, a path in VSPT-backward may 
traverse the segments in VSPT-forward due to 
overlapping between SP1 and SP2. 

D. Complexity Comparison 

We compare the performance metrics such as 
signaling delay, the number of message exchanges, 
message complexity, and time complexity of different 
path computation schemes in Table I. Similar to BRPC-
protection, FPC-BPC requires a single round trip time 
for signaling. Also, FPC-BPC has the same number of 
message exchanges as BPPC-protection. 
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                                 TABLE I 

A COMPARISON OF MULTI-DOMAIN PATH COMPUTATION SCHEMES 

Problems  Schemes Signaling delay 
Number of 
message 
exchanges 

Storage 
complexity 
per message 

Time 
complexity 

Protected (disjoint) shortest path routing 
without a given domain-sequence  

Sprintson et al. [8] 1 round trip O(D2) O(D2B4) O(D2B3S+D2B2)  

Protected (disjoint) shortest path routing 
with a given domain-sequence 

BRPC-protection [9] 1 round trip O(D) O(B2) O(DB4S)  

FPC-BPC 1 round trip O(D) O(B) O(DBS) 

Unprotected (single) shortest path 
routing with a given domain-sequence 

BRPC [4, 13] 1 round trip O(D) O(B) O(DS) 

FPC 1 round trip O(D) O(B) O(DS) 

                           Notation:   D – the number of domains in the network, 
                                            B – the maximum number of border nodes within a domain 
                                            S – the time complexity of a shortest path routing algorithm (e.g., the Dijkstra’s algorithm)        

However, each message of FPC-BPC contains a 
single VSPT whose size is linear to the number of 
border nodes, while the message exchanged in the 
backward direction of BRPC-protection contains 
disjoint paths from all possible pairs of ingress nodes to 
the destination, which is quadratic to the number of 
border nodes. Unlike BRPC-protection that computes 
all possible disjoint path-pairs, BPC computes paths 
disjoint from the previously-computed shortest path, 
resulting in linear time complexity in the number of 
border nodes, which significantly reduces the search 
space for the optimal solution. 

IV. NUMERICAL RESULTS 

We implemented our proposed heuristics and optimal 
schemes for finding a disjoint shortest path-pair. Since a 
pre-determined domain sequence is considered, any 
practical multi-domain network can be treated as a 
network with a linear sequence of domains. Hence, we 
simulate a multi-domain network with a sequence of 
domains varying from 2 to 10 domains. Each domain 
includes 16 to 24 nodes. The number of ingress/egress 
border nodes ranges either from 2 to 4 or from 5 to 7. 
Links in the networks are bidirectional and have costs 
between 1 and 10. Each data point presented is 
averaged from 200 randomly generated networks. A 
single demand is generated for each network, where the 
source (or destination) is randomly chosen from the 
source (or destination) domain. We compare four 
schemes: 
1) FPC-BPC: optimal FPC-BPC with Suurballe’s 

algorithm (described in Section III). 
2) FPC-BPC 2-Step: FPC-BPC with the two-step 

heuristic (described in Section III). 
3) BRPC-protection: optimal BRPC-protection with 

Suurballe’s algorithm. 
4) BPRC-protection 2-Step: BRPC-protection with 

the two-step heuristic. 
 

 
(a) Number of success for 2-4 border nodes 

 
(b) Number of success for 5-7 border nodes 

Figure 4. Comparison of number of success in finding path-pairs 
(Total number of requests is 200) 

 
As shown in Fig. 4, using Suurballe’s algorithm, 

FPC-BPC and BRPC-protection have the same number 
of successful requests. Fig. 4 (a) shows that, when there 
are 2 to 4 border nodes, BRPC-protection 2-Step has 
higher success in finding a path-pair than FPC-BPC 2-
Step, since BRPC-protection 2-step adopts an 
exhaustive search. The success rate of FPC-BPC 2-Step 
can be significantly improved if rerouting is applied in 
domains where the path computation fails. Thus, there 
is a tradeoff between the success rate and computation 
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Figure 5. Comparison of average total cost per disjoint path-pair 

 

 
Figure 6. Number of shortest path routing executions per demand  

complexity. When there are 5 to 7 border nodes, as 
shown in Fig. 4(b), FPC-BPC 2-Step performs close to 
BRPC-protection 2-Step, but has much lower 
computational complexity compared to BRPC-
protection 2-Step, as shown in Fig. 6.  

Figure 5 shows that both FPC-BPC and BRPC-
protection are optimal in finding the lowest cost path-
pairs. BRPC-protection 2-Step has slightly (up to 2%) 
lower average cost than FPC-BPC 2-Step due to a 
larger search space. A similar trend is observed from 
the simulation results for 2 to 4 border nodes, which are 
not shown due to space limitations.    

Figure 6 compares the average number of executions 
of shortest path routing per demand, since the shortest 
path routing has the highest computation time in the 
implementation. We see that FPC-BPC requires 
significantly fewer executions of shortest path routing 
than BRPC-protection due to the much smaller search 
space. For example, when the number of domains is 4 
and the number of border nodes is 5 to 7, FPC-BPC 
requires an average of 27 executions, while BRPC-
protection requires an average of 2511 executions for a 
single demand, which is quartic in terms of the number 
of border nodes (as shown in Table I). We also see that 
BRPC-protection becomes computationally costly with 
an increasing number of border nodes. Hence, BRPC-

protection may not be practical with a high number of 
border nodes, especially in a centralized PCE system. 

V.    CONCLUSION 

We have proposed the FPC-BPC scheme to find 
shortest disjoint paths in multi-domain networks with 
PCEs. The time complexity and message overhead are 
significantly improved in FPC-BPC compared to other 
existing schemes. The FPC-BPC scheme with 
Suurballe’s algorithm can achieve optimal solutions. In 
addition, we have included FPC-BPC with a two-step 
heuristic for the simplicity of implementation.  

Future research area includes applying FPC-BPC 
under a more general assumption, where the working 
path can follow different domain-sequence from the 
backup path.  
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