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Abstract. In this work we develop a method for assessing the in-
formation density and efficiency of hyperspectral imaging systems
that have spectral bands of nonuniform width. Imaging system de-
signs with spectral bands of nonuniform width can efficiently gather
information about a scene by allocating bandwidth among the bands
according to their information content. The information efficiency is
the ratio of information density to data density and is a function of
the scene’s spectral radiance, hyperspectral system design, and
signal-to-noise ratio. The assessment can be used to produce an
efficient system design. For example, one approach to determining
the number and width of the spectral bands for an information-
efficient design is to begin with a design that has a single band and
then to iteratively divide a band into two bands until no further divi-
sion improves the system'’s efficiency. Two experiments illustrate
this approach, one using a simple mathematical model for the scene
spectral-radiance autocorrelation function and the other using the
deterministic spectral-radiance autocorrelation function of a hyper-
spectral image from NASA’s Advanced Solid-State Array Spectrora-
diometer. The approach could be used either to determine a fixed
system design or to dynamically control a system with variable-width
spectral bands (e.g., using on-board processing in a satellite sys-
tem). © 2002 SPIE and IS&T.
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1 Introduction

In the design of imaging systems, it is typically important
to deliver as much information as possible about the scen
radiance with as small a data rate as possible. Hyperspectr
sensors can yield large amounts of spectral-radiance da
containing important information about a scene; however

cially true in satellite remote sensing, where power and
weight considerations limit the volume of data that can be
communicated to receiving stations and where there are
competing demands for global coverage and high spectral,
spatial, and temporal resolution.

Information efficiencys the design goal of maximizing
the information from an imaging system relative to the data
it generates. “What constitutes information?” is a difficult
guestion and the answer may be quite application depen-
dent. Quantifying information is even more difficult. While
it is important to recognize the limitations of any general,
application-independent measure of information for spe-
cific applications, Shannon’s work in information thebfy
does provide a basis for a quantitative approach that can
yield useful insights and guidance for system design. Using
an information-theoretic approach, Huck and Pat&fined
information efficiency as the ratio of information density to
data density. This approach recognizes the distinction be-
tween data and information, e.g., additional data that is re-
dundant or noisy may contribute little or no additional in-
formation about a scene.

One of the most important design choices for hyperspec-
tral imaging systems is the number and width of the spec-

dral bands. In our previous wdotkwe developed an ap-
?groach that analyzed the

information efficiency of
yperspectral imaging systems with spectral bands of uni-
orm width. The information efficiency is computed as a

in a system design, there are practical limitations on the function of the hyperspectral system design, signal-to-noise

volume of data and associated trade-offs involving spectral,rat'o’ and autocorrelation of the scene spectral radiance.

spatial, and temporal coverage and resolution. This is espel "€ approach allows determination of the number of
uniform-width bands to optimize information efficiency for

an ensemble of scenes.

. , , A The research described in this paper considers the analy-
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sis and design of hyperspectral imaging systems with spec-
tral bands of nonuniform width. Scene radiance may
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vary statistically with respect to spectral wavelength. De- Following the work of Bendat and Piersbthe instanta-
signs with spectral bands of nonuniform width can allocate neous Fourier transform for the autocorrelation function at
bands in spectral wavelengths that have more information wavelengthi is
so such designs can achieve greater information efficiency
than designs with uniform-width spectral bands. . )

In Sec. 2 we present a model of the scene and imaging‘bs(w?)\):j D(ANN)exp(—iwAN)d(AN). ()
process. In Sec. 3 we describe computation of the informa-
tion density and efficiency. lllustrated in Sec. 4 is an ap-

proach begins with a system design with a single band an . ) .
iteratively divides one band in the current design as long agThe hyperspectral imaging system converts the scene radi-

information efficiency improves. The first experiment uses 2NC€S(A) into a discrete set of values, one for each band.
a simple mathematical model for the scene spectra|_Th|5 process is modeled in three parts. First, the scene ra-
radiance autocorrelation and the second experiment use§iance over the range of each band is integrated. Second,
the deterministic spectral-radiance autocorrelation of a hy-the integration is sampled to a discrete value. Third, noise
perspectral image from NASA's Advanced Solid-State Ar- 1S inevitably introduced into the acquisition process.

ray SpectroradiometdASAS). Section 5 concludes with a
summary and discussion of the utility of the approach.

y y bp 2.2.1 Spectral response

o A hyperspectral imaging system integrates the scene radi-
2 Scene and Acquisition Models ance in multiple bands. For each band, there is a spectral

Here in Sec. 2 we describe the scene and image acquisitioi€SPonse over a range of wavelengths. Medenote the
models that are used in analyzing the information density"umber of spectral bands. Then, the response in and
and efficiency. The models are presented for both theme{l,... M} is the integrated product of scene radiance
spectral-radiance domain and the Fourier transform do-S(\) and the spectral response function for that band
main. hn(\). Mathematically, the integrated product is the con-
volution of the scene spectral-radiance function with a

band-dependent response function:
2.1 Nonhomogeneous Spectral Statistics of the
Scene Radiance

Sources of variability in the scene radiance include the il-
lumination source and geometry, viewing geometry, atmo-
spheric conditions, and the composition of the scehet where3(\y,_1+\py) is the midpoint of banan.
the scene spectral-radiance available for acquisition be The expression for the autocorrelation function of the
s(\), where\ denotes the wavelength. Next, consider an integrated product is complicated by the band dependence
ensemble of spectral-radiance valdesy., over a range of  (or shift variance of the response function. However, the
time and spage We can statistically characterize the ex- autocorrelation can be approximated in a form that is more
pected scene spectral radiance if we have enough indepereasily evaluated by assuming the principle of locality
dent samples. The scene radiance may not be statisticallapplies—that the most important aspects of the autocorre-
homogeneous with respect to wavelength, i.e., the statistiHation are in a small, central locality and that differences in
cal expectations for the scene’s radiance may be wavethe response functions of neighboring bands are small
length dependent. enough to be ignored. Then, the autocorrelation can be
The generalized nonhomogeneous scene spectralwritten

radiance autocorrelation function for the ensemble is >

=j f O (Au;U)PL(AN—AU;N—U)

r()\)zfs(A)\)hm()\—A)\)d(A)\), N <A<\, (4)

o ( A ( AN
O (AN;N)=(T 7\—7)r 7\+7

AN AN
CDS(A)\;)\)=<S()\— 7) s()\+ 7) > NosA<Ny (D)

where(...) denotes the expected or ensemble average of the
quantity within the angular bracket&)\ denotes the inter-
val between two wavelengths located symmetrically about
wavelength\, and the spectral range of scene radiasite
taken to beny, ... Ay . FoOr notational convenience, the A A
scene spectral radiancg)\) is taken to be a zero-mean q)h(A)\;)\):hm()\_ _)\)hm Ar
process at all wavelengths. In practice, it is a simple matter 2 2
to account for the mean in any processing. (6)
Let 5(w) be the Fourier transform af(\):

xd(Au)du, 5
where

A —], Ap_1<A<Ap.

Note that even assuming the principle of locality in this
expression, the autocorrelation function is band dependent.

Then, the instantaneous Fourier transform of the auto-
correlation function at wavelengthis

é(w)zf s(N)exp(—iwN)d\. (2
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. are characterized by the autocorrelation or power spectrum.
‘Dr(wﬂ\)=f O (AN N)exp(—iwAN)d(AN). (7) The information density is determined by the autocorrela-
tion (or power spectrumof the scene, the image acquisi-
. tion function(or system transfer functionand the autocor-
2.2.2 Discrete bands relation (or power spectrupn of the noise. The system
The acquisition model in this research allows spectral information capacity is limited to the entropy of the image
bands of nonuniform width. There is a single value sampled|ess the entropy of the noise.
for each of theM bands: Here, we formulate the spectral-radiance information
density and efficiency to assess hyperspectral imaging sys-
1 tems. Although Huck and co-workers assumed homoge-
A= 5 Nme1 ) [, tS) neous scene statistiggs is generally appropriate in the
spatial domaijp the formulation can be generalized for
h nonhomogeneous scene statistias may be expected in

M

g =r(\) >, &

m=1

whered is the Dirac sampling impulse at the center of eac

band. Then, lef\ , be the width of bandn: glgcsgelctral-radlance domain and which are described in
Amhe ) ) From the model presented in Sec. 2, the information
m—fm o fmod density of the acquired spectral sigrsdh) in bandm can
In discrete form, the array of sampled values is be derived as
Am 1
aim]=q| A\pmy— - me{l,... M}. (10) Hn=7 1.
2 JB,
Information is lost in this sampling of a value for each FY RN An
band. This information loss associated with band sampling il @ AmT
is easily seen in the Fourier domain. Assuming the principle Xlog,| 1+ do,
of locality with respect to the width of the bands, the in- s & (w_ L.)\ _ ﬁ) +do(w:m)
stantaneous transform contains a term of aliased transform T Ap T2 o

components caused by sampling and the expected power is

(14
D (0;m)=d,| w:\ Am
w;m)= O N~ =~ R
a ' mo2 whereB,, is the sampling pass band,
- n A
+2<b(w——;)\ ——), . 1
nZ0 r Am m 2 Bm:[w'|w|<ﬂ] (15)
me{1,..M}. (11 ;

This formulation assumes the side bands that alias to aTh? unit of measure for Eq14) is bits of information
frequency are uncorrelatéd which Huck and co-workers termdalfs, per band. If the
' acquired signas(\) is quantized withzn-bit encoding(for

223 Noise 27 levely, the data density in bana is

Inevitably, noise is present in the acquired image. Additive,
signal-independent noise in the discrete values is modeled, _n (16)
as ™ AR

plm]=q[m]+e[m], me{l,... M}, (12 The unit of measure ibits per band.

) o ) With respect to the number and spacing of spectral
wheree[m] is the noise in banth. And, the instantaneous  pands, information density increases with more, nar-

transform power is corrupted by the addition of the noise rower spectral bandwidths. However, the data density also

transform power: increases with narrower spectral bands. The trade-off be-
. R . tween the desire for information and the cost of data can be
Dp(w;m)=Py(0;m)+De(w;m), me{l,... M} expressed as a ratio of information efficienty,D. Con-
13 sidering all bands, the total information density for the sys-

tem is

3 Spectral Information Density and Information
Efficiency M A
Huck and co-workers formulated the spatial information H= 21 Hm- Fm 7
m=

density and efficiency to assess the design of the spatial
response of a digital imaging system. In their approach,
information density is a measure of the information capac- whereR is the wavelength rangée., \yy— \o). In a similar
ity of the imaging system for an ensemble of scenes whichway, the total data density for the system is
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M A M7 2. For each band in the current design, consider subdi-
D= Dy —0=—-. (18 viding the band into two equally sized bands. Ana-
m=1 R R lyze the information efficiency for each such subdi-
vision.
Then, the system information efficiency is 3. If no subdivision in step 2 increases information ef-

ficiency, then stop the process and report the current

1 M design. Otherwise, the current design is updated with
— ApHp,. (19 the subdivision in step 2 that yielded the greatest in-
M7 m=1 formation efficiency and steps 2 and 3 are repeated.

H
D

As can be seen in Eq14), the information density and The result is a highly efficient design, although not nec-
hence the information efficiency is a function of the scene's essarily optimal by the criterion of information efficiency.

. | s h If a predetermined number of bands is desired, the stop
instantaneous spectral power spectrdn{w;\), the sys-  jterion in step 3 can be replaced by a test of the number
tem spectral transfer functiom.,(w;\), the spectral-band

of bands in the current design.
intervals A,,, and the system noise power spectrum

d(w;m). In Sec. 4 we illustrate with two experiments
how this analysis can be used to design a hyperspectr
imaging system with high information efficiency.

fl.l Simulation Based on a Hyperspectral Scene
a
Model

The first experiment assumes a simple wavelength-
dependent Gaussian autocorrelation function of the scene
4 Experimental Designs radiances(\):

Two experiments are now presented that illustrate the use

of information efficiency in hyperspectral imaging system B(ANN) = o2 exp{

design. The first experiment uses a simple model for the = ' s M~(N)

scene radiance autocorrelation function. The second experi-

ment uses the deterministic autocorrelation function of awhere 05 is the signal variance and the wavelength-

hyperspectral image from the ASAS. dependent mean-spectral detail is a simple linear function:
The experiments illustrate an approach to determining

the number and width of the spectral bands. In these ex-

periments, the expected scene spectral radiance, system(\)=

spectral response, and system noise are fixed, so the analy-

sis considers only the problem of determining the number . L .

and width of the spectral bands for the given spectral- ©0f Ao=A=<Ay. In the experiment, this simple model is

radiance autocorrelation function. The process proceeds aBarameterized over a dimensionless wavelength range be-
follows. tweenhg=1 and\y =512 and with mean-spectral detail

betweenu,=50 anduy, = 1. With these values, the corre-
1. Begin with a design that has single spectral band overlation between scene spectral components at smaller wave-
the full spectral range. Analyze the information effi- lengths is larger and the correlation between scene spectral

—AN

MM~ Mo

m(?\—?\o)ﬂuo (21

Infomation Efficiency (H/D)
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ciency. components at larger wavelengths is smaller.
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Table 1 Band number m, size A ,, and information efficiency H,,/D,, of each band in the design with
highest efficiency for the hyperspectral autocorrelation model in experiment 1.

m 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

Am 32 32 32 32 32 16 16 16 16 16 16 16 16 16 16 16 16 16 16 128
H,/ D, 085 085 085 085 084 082 082 082 082 082 082 082 082 081 081 081 080 0.79 0.78 0.44

The system spectral response function is modeled as theb (Ax;\)
convolution of a square pulse and Gaussian:

(1 _ AN
. N ) , N; Su(Ao)Sn(NoFAN), it A= —<No,
hyn(N) = rec ® sexp — — |- (22
1 AN AN
2A 2A \/2770'h Th = NE sn()\—7>sn )\+7 , otherwise,
n
In the experiment, the width of the Gaussian is fixed to 1 AN
aﬁ=1. Although it is not considered a design variable in NZ Sp(Am—AN)Sp(Am), if N+ 7>)\M,
this experiment, the spectral response function is critical to \
system performance and plays a central role in the trade-off (23

between blurring and aliasing. In this experiment, we as-

sume signal-independent white noigee., a flat noise  wheres,(\) is the nth pixel of N=2000x 512 pixels in
power spectrumwith a signal-to-noise ratio ofs/o,=8.  ASAS band\ with A\=1, . . . ,64. Thecomputed autocorre-
The experiment assumes 8-bit quantizatigss 8. lation function, shown in Fig. 2, is clearly nonhomoge-

Figure Xa) illustrates the relationship between the num- neous with respect to wavelength. The autocorrelation is
ber of bands and the information efficiency for this experi- virtually zero in the very low bands and very high bands
ment using this approach. The information efficiency peaksbecause there is virtually no signal in these bands of the
at just over 0.80 with 20 bands, witH=128.5 bits and = ASAS image. There are highly correlated bands in the
D =160 bits over the entire spectral range. The width and ASAS image centered at=18 and 41 and there is a nar-
information efficiency of each band are presented in Tablerow range of bands with lower correlation centered\at
1. =30.

The linearity of the scene spectral-autocorrelation pa-  The goal of the experiment is to design nonuniform
rameter facilitates interpreting the reasons for the widths ofpands for this autocorrelation function to achieve high in-
the bands. At the smaller Wavelengths, the autocorrelationformation efﬁciency_ The System response function is iden-
is greater, so there is less aliasing due to band sampling angical to the model in Eq(22) in Sec. 4.1. This experiment

not much more information is gained by subdividing bands. also assumes the same signal-independent white noise with
At the larger frequencies, the autocorrelation is smaller, sogjgnal-to-noise ratioos/o,=8 and 8-bit quantization

there is significant information but the data cost of bands _g
that are small enough to sufficiently attenuate aliasargl Figure Xb) illustrates the relationship between the num-

so yield that informatiohis very high. At the middle fre- o ¢ hangs and the information efficiency for this experi-
quencies, there is less correl_atl(xmd SO more '”fo”'?a' ment. The information efficiency peaks at just over 0.62
tion) thallln attsmalle_r frequenmesn %nd ('ge correlau_ondls tnOtwith nine bands, withH = 44.7 bits andD = 72 bits over the
ﬁ? ﬁeq]ra:‘reasue%é%qsuwe very small ban@s are required a entire spectral range. The width and information efficiency
gThis aq roach vields superior results compared to theOf each band is presented in Table 2. As in the previous
P y P P experiment, the smallest ban@sere, with widthA ,=4)

optimal design with uniform-sized spectral bands. For the . ral . here th i lation function i
same experimental design and a system design with@re in spectral regions where the autocorrelation function is
not very narrow and not very broad.

uniform-sized band$,the maximum efficiency of 0.78 is
achieved with 32 bands of size=16. Using this approach
for designing a system with nonuniform spectral bands, the -31
information efficiency with 32 bands is 0.79.

4.2 Simulation Based on a Hyperspectral Scene

The hyperspectral autocorrelation model used for the ex-

periment presented in Sec. 4.1 is contrived as a simple-to- A
understand nonhomogeneous autocorrelation function. The

experiment presented here in Sec. 4.2 uses an autocorrela-

tion function determined from a 64-band (2000

X512 pixel) image of the Washington, DC, mall from 64 -
NASAs ASAS® The wavelength-dependent deterministic

autocorrelation function is computed from this image as  Fig. 2 Deterministic autocorrelation function of the ASAS scene.
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Table 2 Band number m, size A ,, and information efficiency H,,/D,, of each band in the design with
highest efficiency for the ASAS autocorrelation function in experiment 2.

m 1 2 3 4 5 6 7 8 9
A 8 4 4 16 8 8 4 4 8
Hy, /Dy, 0.58 0.67 0.55 0.47 0.82 0.59 0.61 0.68 0.61

This approach vyields superior results compared to theNASA Goddard Space Flight Center, especially to Darrel

optimal design with uniform-size spectral bands. For the Williams, Jim Irons, John Barker, and Brian Markham.
same experimental design and a system design with

uniform-size band$,the maximum efficiency of 0.59 is

achieved with eight bands of siz&=8. Using this ap-

proach for designing a system with nonuniform spectral

bands, the information efficiency with eight bands is 0.62. References
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The approach could be used either to determine a fixed
system design or to dynamically control a system with |
variable-width spectral bands. For example, on-board pro
cessing in a satellite system could dynamically determine
the spectral band design based on scene characteristics.
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