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Abstract—The purpose of Green Communications is to reduce
the energy consumption of the communication system as much
as possible without compromising the quality of service (QoS) for
users. An effective approach for Green Wireless Communications
is On-Demand strategy, which scales power consumption with
the volume and location of user demand. Applying the On-
Demand Communications model, we propose a novel scheme
– Wireless Resource Trading, which characterizes the trading
relationship among different wireless resources for a given
number of performance metrics. According to wireless resource
trading relationship, different wireless resources can be consumed
for the same set of performance metrics. Therefore, to minimize
the energy consumption for given performance metrics, we
can trade the other type of wireless resources for the energy
resource under the demanded performance metrics. Based on
the wireless resource trading relationship, we derive the optimal
energy-bandwidth and energy-time wireless resource trading
relationship for green wireless communications. We also develop
an adaptive trading strategy by using different bandwidths or
different delays for different transmission distances with available
bandwidths and acceptable delay bounds in wireless networks.
Our conducted simulations show that the energy consumption of
wireless networks can be significantly reduced with our proposed
wireless resources trading scheme.

Index Terms—Green communications, On-Demand communi-
cations, wireless resources trading, energy saving.

I. INTRODUCTION

RECENTLY, the CO2 emission of information and com-
munication technologies (ICTs) has attracted a great deal

of research attention [1][2][3]. For wireless access networks,
which cost significant energy in wireless communications, a
great deal of work has been done for reducing the energy
consumption [4][5]. Authors of [4] investigated the impact of
deployment strategies on the power consumption of mobile ra-
dio networks. Authors of [5] studied the impact of reducing the
cell size on the energy performance of an HSDPA RAN [6],
and then proposed to save energy by putting some cells into
sleep model. Authors of [7] proposed the energy efficient
spectrum allocation for two tier cellular networks by rationally
using subcarriers. Authors of [8] investigated the possibility
of reducing the energy consumption of a cellular network by
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switching off some cells during the periods in which they
are under-utilized when the traffic level is low. The above-
mentioned works mainly explore new technologies to reduce
the energy consumption of wireless access networks. However,
how to minimize the minimum energy consumption of a
wireless network under the demanded performance metrics has
been neither well understood, nor thoroughly studied.

Clearly, to ensure scenario-specific end-user’s demand, the
required wireless resources need to be consumed. The re-
quired minimum wireless resources related to the On-Demand
performance of users is the floor level which can guarantee
the user’s demand. Our studied wireless resources can be
classified into the following five categories: time, bandwidth
(frequency), space, energy, and code. The time resource can
be seen as how long the data transmission can be delayed. The
bandwidth resource can be measured as how much bandwidth
can be utilized. The space resource can be considered as
how many antennas can be used. The energy resource can
be characterized as how much energy can be consumed. The
code resource can be described as how much coding gain
can be obtained by using the available codes. Most previous
works focused on using the above-mentioned five categories of
wireless resources for high b/s/Hz spectrum efficiency [9][10].
These strategies show that for certain demanded performance
requirements, the energy resource can be used to trade for
less time and bandwidth resources consumption. Therefore,
to minimize the energy consumption, we can trade time,
bandwidth, space, and code resources for energy resource.
In this paper, we focus on bandwidth, time, and energy
domains. We derive the optimal tradeoff for minimizing energy
consumption under the demanded performance metrics.

There are some related works studying the On-Demand
strategy for specific wireless networks. For example, authors
of [11] proposed a resource-on-demand policy to dynamically
power on and off Wireless Local Area Network Access Points
(WLAN APs), based on the volume and location of users’
demand. However, they only concentrated on large-scale and
high-density WLANs and switched off APs as many as possi-
ble. In contrast to [11], in this paper we focus on the trading
relationships among different types of wireless resources in
general wireless access networks and we propose an adaptive
strategy for wireless networks to consume the minimum ener-
gy while guaranteeing the demanded performance.

In this paper, we analyze the relationship between energy
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resource and bandwidth and time resources, respectively. We
show that for certain demanded performance, less energy can
be consumed at expense of consuming more other resources:
bandwidth and time. Taking the operating power into account,
the two type of relationships between the energy resource
and the bandwidth resource and time resource, respectively,
are not trivial and the claim “the more other resource is
consumed, the less energy resource is used” does not hold.
Characterizing these two types of relationships, we propose
an adaptive strategy to minimize the energy consumption per
bit for the demanded performance at expense of consuming
the bandwidth resource and time resource, respectively.

The rest of this paper is organized as follows. Section II
describes the model of On-Demand Communications. Sec-
tion III develops our Wireless Resource Trading scheme and
analyzes the relationships between energy consumption per bit
and bandwidth and delay time, respectively, based on which
we develop an adaptive strategy on how to trade the bandwidth
resource and the time resource for minimizing the energy
resource, respectively. Section IV simulates our proposed
adaptive strategy. The paper concludes with Section V.

II. ON-DEMAND COMMUNICATIONS MODEL

For wireless networks, available resources can be cate-
gorized into the following five domains: time, bandwidth
(frequency), space, energy and code. Maximizing QoS per-
formance for wireless users implies costing more wireless
resources. This is beneficial to users, but harmful to en-
vironments and operators. For environments, more energy
consumption implies more CO2 emission. For operators, more
bandwidth, more time, more energy, more space, even complex
code means more cost.

Therefore, a reasonable way for operators is to support
the On-Demand service for users. Supporting the On-Demand
service for users not only satisfies the requirement of users, but
also consumes the minimum resources which may minimize
the CO2 emission and the cost of operators. In wireless
networks, the model of On-Demand Communications can be
expressed as follows:

argmin Consumed Resources

S.T.

User Obtained Service ≥ User Required Service

(1)

For green wireless networks, we limit our objective to
minimize energy resource and confine our demand service to
throughput and delay. Therefore, Eq. (1) can be detailed as
follows:

argmin Consumed Energy

S.T.

Throughput ≥ User Required Throughput

Delay ≤ User Required Delay Bound

(2)

III. RESOURCE TRADING IN WIRELESS NETWORKS

It is obvious that the available resources of wireless net-
works are limited. The five categories of wireless resources
can be consumed to satisfy the demanded users’ performance.

Many papers have shown that using these five resources
for high throughput [9][10], which gives us hint that cer-
tain performance can be obtained by consuming different
resources. Therefore, we believe that there are potential trading
relationships among the five resources. In this section, we
develop the scheme of resource trading. Then, focusing on
minimizing the energy resource, we derive the relationship
between energy resource and bandwidth and time resource,
respectively. Based on the trading relationship between energy
resource and bandwidth and delay time, respectively, we
develop the optimal bandwidth and delay trading strategies
for green wireless networks.

A. Wireless Resource Trading

Certain performance improvement can be obtained by con-
suming different resources. This implies that the wireless
networks can consume bandwidth, time, space, energy, and
code resources for certain performance individually. Therefore,
the performance improvement obtained by consuming one
resource can also be obtained by consuming other types
of resources. Thus there exists trading relationships among
different wireless resources. Fig. 1 (a) shows the general re-
source trading for wireless networks. The center pentagon area
represents the demanded performance of users. The other area
represents the available five resources, respectively, among
which the shadowing area represents the used resources for the
demanded performance and the un-shadowing area represents
saved resources.

For green wireless networks, the goal of resource trading
is to consume the minimum energy for the demanded perfor-
mance. Fig. 1(b) shows that the resource trading relationship
for green wireless networks under the same demanded perfor-
mance as Fig. 1(a). We can see in Fig. 1(b) that the other four
resources are trading more than that in Fig. 1(a) for energy
resource saving. In this paper, we mainly consider three types
of resources, i.e. bandwidth, delay, energy.

Fig. 1. Wireless Resources Trading Model.

B. The Tradeoff between Energy and Bandwidth/Delay

With capacity approaching channel codes, such as, LDPC
codes, turbo codes, the data rate (channel capacity) of an
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AWGN channel is given by

R = W log2

(
1 +

Pg

WN0

)
(3)

where W is the channel bandwidth, P is the transmitted power,
g is the channel gain, and N0 is the noise spectral density. The
time to transmit one bit is t and thus the corresponding data
rate is R = 1/t. Thus, using Eq.(3), we get the transmitted
energy consumption per bit, denoted by Etran, as follows:

Etran = Pt =

(
2

1
Wt − 1

)
WN0t

g
(4)

From Eq. (4), we observe that Etran monotonically decreases
with W and t. This is not beneficial for resource trading
because not only the demanded performance cannot be satis-
fied, but also infinite bandwidth or time resource are needed.
However, this is just for transmitting power. For green wireless
networks, we must also consider operating power. Therefore,
the relationship between energy resource and bandwidth re-
source and time resource, respectively, will be different from
that of only considering transmitting power.

When considering the operating power of wireless networks,
to transmit with the maximum bandwidth or the maximum
delay is no longer the optimal case for minimum energy
consumption. In this case, since circuit energy consumption
increases with the bandwidth and the delay, we derive the
overall energy consumption per bit as follows:

E = Etran + Ecir = Pt+ Pct

=

(
2

1
Wt − 1

)
WN0t

g
+WPcirt+ Psbt

(5)

where Etran and Ecir are the energy consumption of transmit-
ting and circuit, respectively, P is the transmit power, Pc is the
circuit power, including all system power consumption except
transmit power, Pcir is the part of circuit power consumption
which is related to bandwidth W , and Psb is the average static
part of circuit power for every bit which is not related to W .

Clearly, there are two independent variables in Eq. (5):
the bandwidth W and the delay t, which affect the ener-
gy consumption. Ignoring the Available Resource Limitation
(RAL)1 of the wireless network, the bandwidth and the time
resource can trade for energy resource. Fig. 2 jointly shows the
relationship by trading bandwidth resource and time resource
for energy resource. Fig. 3(a) shows the partial zooming-in
of Fig. 2 from W = 0.3 and t = 0.3 to W = 0.5 and t =
0.5. Fig. 3(b) shows the partial zooming-in of Fig. 2 from
W = 0.5 and t = 0.5 to W = 1, t = 1. From the above two
figures, we can see that the relationship between W and E
is not monotonic. The relationship between t and E is not
the larger t, the smaller E. TABLE I shows the data for t
= 1 and W = 1 in Fig. 2, respectively. In TABLE I(a), the
minimal energy consumption is 2.7725e-06. In TABLE I(b),
the minimal energy consumption is 1.4448e-06. Fig. 2, Fig. 3,

1RAL means the maximum available resource of the system. For example,
for a wireless network, the available bandwidth is 20MHz and the acceptable
delay of the data is 0.1s, then the RAL of the wireless system is 20MHz for
bandwidth resource and 0.1s for time resource.

TABLE I
DATA FOR t = 1 AND W = 1 IN FIG. 2, RESPECTIVELY

(a) Data for t = 1 in Fig. 2.
Fixed Delay t = 1
W = 0.1 2.2560e-05
W = 0.2 3.4400e-06
W = 0.3 2.8448e-06
W = 0.4 2.7725e-06
W = 0.5 2.8000e-06
W = 0.6 2.8610e-06
W = 0.7 2.9369e-06
W = 0.8 3.0205e-06
W = 0.9 3.0205e-06
W = 1.0 3.2000e-06

(b) Data for w = 1 in Fig. 2.
Fixed Bandwidth W = 1

t = 0.1 2.0760e-05
t = 0.2 1.8400e-06
t = 0.3 1.4448e-06
t = 0.4 1.5725e-06
t = 0.5 1.8000e-06
t = 0.6 2.0610e-06
t = 0.7 2.3369e-06
t = 0.8 2.6205e-06
t = 0.9 2.9088e-06
t = 1.0 3.2000e-06

and TABLE I imply that there exists the minimum energy
consumption by trading other resources. Because we want to
derive the trading relationships between energy consumption
and bandwidth and delay, respectively, we analyze each trading
relationship with the fixed value of another resource.
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Fig. 2. Energy per bit versus bandwidth per bit and delay time.

For fixed t, the relationship between E and W is expressed
as (setting t = 1 for simplicity)

E =

(
2

1
W − 1

)
WN0

g
+WPcir + Psb

(6)

For fixed W , the relationship between E and t is expressed
as (setting W = 1 for simplicity)

E =

(
2

1
t − 1

)
tN0

g
+ tPcir + tPsb

(7)

In Fig. 4 and Fig. 5, the three curves marked with TP-
d=600m, TP-d=800m, and TP-d=1000m show the relationship
between Etran and W and t, respectively. The three curves
marked with OP-d=600m, OP-d=800m, and OP-d=1000m
show the relationship between E and W and t, respectively.
Fig. 4 and Fig. 5 show that taking operating power into
account, for fixed transmission distance d, there exist the
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(a) W = 0.3, t = 0.3 to W = 0.5, t = 0.5
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Fig. 3. Zooming-in pictures for Fig. 2. from W = 0.3, t = 0.3 to W = 0.5, t
= 0.5 and from W = 0.5, t = 0.5 to W = 1, t = 1, respectively.

minimum energies per bit for the given limited bandwidths
and delays, respectively.
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Fig. 4. Relation between energy per bit and bandwidth per bit.
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Fig. 5. Relation between energy per bit and delay time.

C. Optimal Tradeoff Strategies between Energy and Band-
width/Delay

Taking the derivative over Eq. (6) with respect to W and
setting the result to zero, we can obtain

−N02
1
W log 2

Wg
+

(
2

1
W − 1

)
N0

g
+ Pcir = 0 (8)

Simplifying Eq. (8), we can obtain

2
1

Wo

(
1− log 2

Wo

)
=

N0 − gPcir

N0
(9)

where Wo is the optimal bandwidth for the minimum energy
per bit.

Taking the derivative over Eq. (7) with respect to t, we can
obtain

−N02
1
t log 2

tg
+

(
2

1
t − 1

)
N0

g
+ Pcir + Psb = 0 (10)

Simplifying Eq. (10), we can obtain

2
1
to

(
1− log 2

to

)
=

N0 − g(Pcir + Psb)

N0
(11)

where to is the optimal t for the minimum energy per bit.
Under the free space propagation model, for fixed Gt, Gr,

λ, and L, the channel gain, denoted by g(d), is the function
of transmission distance d which can be expressed as

g(d) =
GtGrλ

2

(4π)2dαL
(12)

where Gt and Gr are the transmit and receive antenna gains,
respectively, λ is the wavelength, and L is the system loss
unrelated to propagation (L ≥1).

Therefore, for fixed d, there exists the optimal W and t for
the minimum energy per bit, which are Wo and to. Fig. 4 and
Fig. 5 show that the curves for Eq. (6) and Eq. (7) are convex.
Thus there are the unique solutions for Wo and to, respectively.
The optimal strategy for the minimum energy per bit is to
choose different Wo and to pairs for different transmission
distances adaptively. However, in real wireless networks, the
available bandwidth can be smaller or larger than Wo, and the
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acceptable delay can be also smaller or larger than to. Then,
our next problem is how to use the available bandwidth or the
acceptable delay trading for saving energy? For this purpose,
we develop Algorithms 1 and 2 to search for optimal Wo and
to, respectively. Methods in Algorithms 1 and 2 are similar,
but for searching Wo and to, respectively.

Algorithm 1 Adaptive Wo Strategy.
Input: Wa

Output: Wuser

1: for i = 1:UN do
2: Calculate di
3: Calculate Wo(di) by Eq. (9)
4: if Wa > Wo(di) then
5: Wuser(di) = Wo(di)
6: else
7: Wuser(di) = Wa

8: end if
9: end for

Algorithm 2 Adaptive to Strategy.
Input: ta
Output: tuser

1: for i = 1:UN do
2: Calculate di
3: Calculate to(di) by Eq. (11)
4: if ta > to(di) then
5: tuser(di) = to(di)
6: else
7: tuser(di) = ta
8: end if
9: end for

In Algorithm 1 and 2, UN and di denote the user number
in the wireless networks and the distance between the BS
and user i. Wa and ta represent the available bandwidth
and acceptable delay for each bit, respectively. Wuser(di) and
tuser(di) represent the bandwidth and the delay which the user
i should trade for the minimum energy per bit. Wo(di) and
to(di) represent the optimal bandwidth and delay for user i.

IV. SIMULATION RESULTS

To evaluate our adaptive strategies, we consider a classical
hexagonal deployment which is shown in Fig. 6.

As shown in Fig. 6, the given 57 cells are deployed and
the radius of each cell is 1000m. For each cell Ci (1≤ i ≤
57), Bi and Ui denote the base station (BS) and mobile user
(MU) in each cell, respectively. di denotes the current distance
from Bi to Ui. The data sent by base station Bi is transmitted
with power Pi. The system bandwidth is 20MHz and the total
number of users is 500. Because different wireless networks
have different available bandwidths and acceptable delays,
we will show the relationship between energy consumption
and available bandwidth, the relationship between energy

Fig. 6. Hexagonal network deployment.

TABLE II
SIMULATION PARAMETERS

Parameter Value
Carrier Frequency fc 2.4GHz

Cell Radius R 1000m
Transmit Antenna Gain Gt 1
Receiver Antenna Gain Gr 1

Circuit Power Pcir 1× 10−6W/Hz
Static Power Psb 2× 10−6W
System Loss L 2.5

PSD of The Local Noise N0 8× 10−21

Path-Loss Exponent α 3

consumption and acceptable delay, respectively. The related
simulation parameters are listed in TABLE II.
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Fig. 7. Energy per bit versus available bandwidth (n-step in the legend
indicates that n can be 2, 3, 4, 5, 10, and 1000).

Fig. 7 shows that the energy per bit versus available bandwidth
with optimal bandwidths and different steps. The optimal
adaptive strategy uses the continuous value for Wo. This
implies that for different d, the system uses different optimal
bandwidths Wo obtained by Algorithm 1. In Fig. 7, n-step
represents that n types of bandwidths, denoted by Wo(i) (1 ≤
i ≤ n), can be used in the wireless networks. Wo(i) (1 ≤ i ≤
n) can be calculated using Algorithm 1. When n is fixed, the
users located in the i-th step use the same bandwidth Wo(i) (1
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Fig. 8. Energy per bit versus acceptable delay time (n-step in the legend
indicates that n can be 2, 3, 4, 5, 10, and 1000).

≤ i ≤ n). For instance, n = 5, the used bandwidth Wuser for
the user located in the 1000(i-1)/n - 1000i/n m is Wo(i) (1 ≤
i ≤ 5). Fig. 7 shows that when available bandwidth increases,
the energy per bit decreases in the case of small available
bandwidth. However, the energy per bit finally decreases to
one constant, which is the minimum energy per bit for the
used strategy. This is because when the available bandwidth is
small, most users cannot use the optimal bandwidth for them.
When the available bandwidth becomes larger, more users
can use their optimal bandwidths. When all users’ optimal
bandwidths are smaller than the available bandwidth, the
energy per bit decreases to the constant. The larger n, the
smaller energy per bit. This is because the larger n, the smaller
difference between Wo(i) (1 ≤ i ≤ n) and Wo. Hence more
users can make use of their optimal bandwidths, decreasing
the energy per bit. Fig. 7 also shows that the energy per bit
does not decrease when available bandwidth is large to some
extent. For example, with 2-step, when available bandwidth is
larger than 0.3Hz, the energy per bit remains as 2.4e-6J.

Fig. 8 shows the curves of the energy per bit versus
acceptable delay with optimal delays and different steps. The
optimal adaptive strategy uses the continuous value for to. This
implies that for different d, the system uses the optimal delays
to obtained by Algorithm 2. In Fig. 8, n-step represents that
n types of delays, denoted by to(i) (1 ≤ i ≤ n), can be used
in the wireless networks. to(i) (1 ≤ i ≤ can be calculated
using Algorithm 2. When n is fixed, the users located in the
i-th step use the same delay to(i) (1 ≤ i ≤ n). For instance,
n = 5, the used delay tuser for the user located in the 1000(i-
1)/n - 1000i/n m is to(i) (1 ≤ i ≤ 5). Fig. 8 shows that
when acceptable delay increases, the energy per bit decreases
to one constant, which is the minimum energy per bit. This is
because when the acceptable delay is small, most users cannot
wait for the optimal delay. Then the acceptable delay becomes
larger, more users can use their optimal delay. When all users’
optimal delay are smaller than the acceptable delay time, the
energy per bit decreases to the constant. The larger n, the
smaller energy per bit. This is because the larger n, the smaller
difference between to(i) (1 ≤ i ≤ n) and to. Hence more users

can make use of their optimal delay, decreasing the energy per
bit. Fig. 8, also shows that the energy per bit does not decrease
when acceptable delay is large to some extent. For example,
with 2-step, when acceptable delay is larger than 0.22s, the
energy per bit remains as 8.3e-7J.

The minimum energies per bit in Fig. 7 and in Fig. 8 are
different. This is because that we employ the fixed bandwidth
for optimal delay and the fixed delay time for optimal band-
width, respectively.

V. CONCLUSIONS

We proposed the resource trading strategy for On-Demand
performance in wireless networks. Under demanded perfor-
mance constraint, any wireless resource can be saved by
consuming the other wireless resources instead. For green
wireless networks, we proposed the optimal resource trading
for bandwidth-energy trading and time-energy trading regard-
less of RAL. Based on the best resource trading, we developed
the adaptive strategy by using related Wuser(d) or tuser(d)
for different transmission distances in wireless networks. The
larger number of steps used to obtain Wo or to, the less energy
resource will be consumed.
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