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Abstract— This paper describes a novel content-based image 
recommendation system based on new image low level 
descriptors derived from the well known MPEG-7 parameters. 
Furthermore, it also proposes the integration of this 
recommendation system into a content-aware network 
architecture to enhance and enrich the content delivery and 
improve user’s experience. 
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I.  INTRODUCTION 

In recent years, the amount of multimedia content on the 
Internet is increasing considerably, becoming very hard for 
most users to cope with such a great deal of content. In fact, 
one of the reasons of the amount of multimedia increasing 
content existing on the Internet is the increasing capacity of 
the recent networks to managing, storing and distributing more 
and more content, and that is why it is possible to establish the 
denomination “Internet of Contents”, which represents the 
change of direction from the location issues, typical of classic 
networks, to the remarkable importance of the content as a 
native element, typical of the new Content Oriented Networks 
(CON). The need of content discrimination and selection is 
becoming a crucial task on the multimedia content managing. 
That is why content aware networks are becoming more and 
more personalized according to users characteristics and 
preferences, due to their design and functions are implemented 
depending on individual users’ preferences or behaviors.  

Due to the great deal of visual content on the Internet, image 
retrieval systems are the aim of a considerable deal of 
researches. In this paper a Content Based Image 
Recommendation System is proposed. This system is 
implemented over a Content-Aware Network (CAN), which 
allow users to search and access the content, reinforcing the 
network user centric approach. This CAN utilizes “content 
nodes” which manages the content and its metadata, which are 
stored into a so called Multimedia Component, that interacts 
with the network and the content so that the content metadata 
can be managed and the description of the media objects can 
be enriched, which is useful for the recommendation task.  

The image recommendation system proposed on this paper is 
content based. As the main idea of content based 
recommendation is related to the affinity of contents preferred 
by users to the possible recommended contents, low level 
features of images have been worked with in this paper. 
MPEG-7 parameters related to luminance, texture and 

chrominance have been utilized to represent every image by 
means of its parameters values. Images have been identified 
with a vector of values, in order to be able to compare them 
considering other factors related to user preferences.  

The reminder of this paper will be organized as follows: 
Section II briefly reviews predominant approaches to 
recommendation systems, and compares the content-based 
recommendation previous solutions to our system proposal in 
order to point out its advantages. Section III describes our new 
content based recommendation designed process, divided into 
the main steps, and their principal functions. Section IV 
presents the novel parameters proposed for the 
recommendation algorithm. Recommendation subsystem 
integration into content aware networks is explained in 
Section V and finally, Section VI covers the conclusions 
derived from our study. 

II. RELATED WORK 

As it is explained in [1], recommendation systems have 
became an important research area since the first researches 
about collaborative filtering in the earliest ’90. In fact 
nowadays these systems are still in progress in order to find 
more efficient methods to study and model users’ behavior 
and new ways to join additional data (like contextual 
information, user consumption data…) that make the 
recommendation process more effective.  

Content recommendation is usually reduced to the estimation 
of a rating of the presented items in order to offer the most 
suitable content for each user. To that end, according to [2], 
three basic recommendation methods are available: 

1) Content-based recommendation method 

This method, as it’s explained in [1] and [3], is based on the 
similarity between items characteristics and the user profile 
information, in order to select similar content according to the 
user’s preferences. The user’s profile contains both implicit 
and explicit information and it is updated in a dynamic way 
thanks to an implicit learning method, usually based on 
supervised techniques like genetic algorithms [2]. 

The main advantage of these systems is the possibility of new 
items recommendation although there are no ratings available 
from other users. In the same way, the main disadvantages are 
on one hand that it is necessary a complete user profile and a 
complex description of the items for a right execution, and on 
the other an over specialization, that is, content-based 
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recommendation systems tend to recommend similar items to 
the consumed ones.  

2) Collaborative recommendation method 

In this case, the content recommendation is based on the items 
rating made for other users previously, according to heuristic 
or probabilistic methods [3] and [4]. In fact, there are two 
aspects taking part in the recommendation process: 

- Users’ affinity: considering only the ratings made by 
similar users. 

- Items’ affinity, according to users’ ratings. 

The main disadvantage of this method is the so called cold 
start problem [5], preventing the new items recommendation, 
due to the lack of previous information. 

3) Hybrid recommendation method 

This method takes advantage of the previous ones by means of 
their combination, which can be implemented in two different 
ways, as it is explained in [1]: 

- By combining the content-based and the 
collaborative predictions obtained separately. 

- By adding some content-based characteristics to a 
collaborative recommendation system. 

Both solutions try to avoid the disadvantages of previous 
methods by improving their positive aspects. 

The content based recommendation system proposed in this 
paper represents a new evolution of these solutions, due to the 
incorporation of new content descriptors in charge of 
characterizing, in a more effective way, the content able to be 
suggested, avoiding the specialization problem, and allowing 
its later integration in a hybrid recommendation system. This 
can be performed weighting the methods according to the 
available information (users’ information in case of 
collaborative methods or item’s information in case of 
content-based methods). Besides, this system is conceived to 
be included in the new Content-Aware Networks, taking 
advantage of the synergies of this new kind of network 
architecture. 

III. CONTENT BASED RECOMMENDATION PROCESS 

The proposed image recommendation system is content-based, 
and it is exclusively based on low level image properties 
corresponding to MPEG-7 parameters. Three kinds of low 
level characteristics have been extracted: luminance, texture 
and chrominance. Software implemented by [6] has been used. 
Descriptors utilized are specified on next section.  

There are two kinds of images: unknown images and known 
images. Known images have been viewed and rated by the 
user, so there is information about them. Only rated positively 
known images are going to be utilized. Unknown images are 
those which are going to be recommended to the user.  

The proposed recommendations process (Fig. 1) is carried out 
by means of three steps: user preferences analysis (blue 
figures), unknown images processing (green figures) and final 
recommendation (red figure). 

 
Figure 1. Content-based recommendation process 

1. User preferences analysis: a user preferences analysis 
which consists of the extraction of the more relevant 
parameters to each user is executed. 

1.1. Low level characteristics extraction: using a 
software application, known images parameters are 
extracted.  

1.2. Attribute extraction: each image is represented by 
one vector whose components are the image’s 
attributes values, related to low level characteristics 
(texture, luminance or chrominance). A matrix ܯ of 
dimension ܰܽݔ  is built with this information. ܰ  is 
the number of known images and ܽ the number of 
evaluated attributes on each image. In this case ܽ = 
14. The meaning of each value will be specified on 

on ISecti V. 

ݒ ൌ ሺEଵ, ,ଵܪ ,௖ܮ ,௬ܮ eଵ, ݁ଶ, ݁ଷ, ݁ସ, N, VC୧୬୲୰ୟ, VC ୲ୣ୰, SC, ܵ௠, ܵ௬ሻ ୧୬

1.3. Principal Component Analysis (PCA): in order to 
reduce the dimension of matrix ܯ , as well as 
selecting the relevant factors for the analyzed user a 
principal component analysis is executed. PCA 
algorithm consists of next steps: 

a) Mean-zero transformation: mean value from each 
column on ܯ  is subtracted, so the columns on 
new matrix ܯᇱ have mean-zero. 

b) Covariance calculation: the covariance of ܯᇱ  is 
calculated and a matrix of dimension ܽܽݔ  is 
obtained: ܸ . This matrix represents the va ance 
between columns on ܯᇱ.  

ri

c) Eigenvectors calculation: eigenvectors of ܸ  are 
calculated and the matrix ܶ  (dimension ܽݔܽ ) is 
obtained. ܶ will be the transformation matrix and it 
will be necessary multiplying by this matrix to 
change the coordinate space. 

ݏ݁ݐܽ݊݅݀ݎ݋݋ܥ ൌ ᇱܯ  כ ܶ 

The dimension of coordinates matrix will be ܰܽݔ 
but its columns will be sorted from more to less 
variance. This means that the first columns will be 
the most representative and will be enough to 
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represent the vectors without much loss of precision. 
For example, the first three columns of the matrix 
allow to represents N images with three dimensions. 
So, after executing PCA the matrix input can be 
transformed into a less-dimension matrix which 
brings similar parameters together on the same 
dimension. This is very useful because the 
parameters which have similar importance for the 
user are brought together, so the matrix ill model 
user preferences.  

w

1.4. Transformation matrix storage: matrix ܶ  is stored 
into a database and subsequently applied to the 
unknown images vectors in order to change them 
into a personalized dimensional space for every user. 
This matrix will represent user preferences.  

2. Unknown images processing: the main idea of this step 
consists of extracting unknown images properties and 
applying them the same linear transformation (matrix ܶ) 
applied to known images previously, in order to being 
able to comparing them and recommending the most-
similar to preferable images. 

2.1. Low level characteristics extraction: the same 
process as in step 1.1 is carried out, but with 
unknown images.  

2.2. User matrix execution: matrix ܶ is applied now to 
each of the unknown images in order to changing 
the coordinate space.  

3. Recommendation 

3.1. Distance calculation: since both vectors which 
represent known images and unknown images have 
gone through the same changes, both have been 
transformed into the same space, so the distance 
between both known images and unknown images 
can be calculated.  

3.2. Best images selection: according to Mahalanobis 
distance, the closest images are selected and 
recommended to the user.  

IV. IMAGE RECOMMENDATION DESCRIPTORS 

As it was explained before, the recommendation system 
shown in this paper makes use of the low level metadata of the 
content to perform the suggestion process, without taking into 
consideration other kind of information such as semantic 
annotation. For this reason, the selected low level parameters 
have to provide enough information to allow an optimum 
recommendation process that fulfill the users’ expectations 
and preferences. 

Regarding this, the MPEG-7 standard defines and provides a 
set of descriptors for visual media [7] which are usually used 
in content based retrieval systems. These descriptors are 
divided into five groups (color, texture, shape, motion and 
others), and each of them consists of a feature extraction 
mechanism, a description (in XML and binary format) and a 
set of guidelines that indicate how to apply each descriptor on 
different kinds of media. 

Since our system works with images, only color and texture 
MPEG-7 descriptors have been considered, avoiding the 
motion (we are not recommending picture in motion) and the 
shape ones (we are only using low level descriptors). They are 
obtained by the MPEG-7 Low Level Feature Extraction 
command line tool [8]. Besides, other descriptors have been 
derived from the previous ones in order to facilitate and 
optimize the recommendation process. This new parameters 
can also be divided into three different kinds, according to the 
analyzed characteristic. 

A. Texture descriptors 

In this case, the designed parameters derive from the MPEG-7 
Edge Histogram Descriptor (EHD) [7], which is in charge of 
establishing the edge distribution along the image by the 
obtaining of local edges with different orientations in 
subimages. 

1) Line energy 

This parameter (El) is in charge of measuring the total line 
density in the image according to its line energy level, in order 
to distinguish between images with no transitions and full 
edg  imes ages. 

.௟்௢௧ܧ
ଶ ൌ °ସହܧ

ଶ ൅ °ଽ଴ܧ
ଶ ൅ ଵଷହºܧ

ଶ ൅ °ଵ଼଴ܧ
ଶ ൅ ை௧௛௘௥ܧ

ଶ  (1) 

where Ei shows the image edge distribution along each 
direction. 

2) Line homogeneity 

This descriptor (Hl) is in charge of establishing the image line 
continuity. It divides the image into 16 subimages and then 
calculates the distribution line variance between 4x4 
sub b l  a llows: images neigh or b ocks s fo

ଵܪ ൌ ଵܸ ൅ ଶܸ ൅ ଷܸ ൅ ସܸ ൅ ହܸ   (2) 

where  

V1= variance between (1,1),(1,2),(2,1),(2,2) subimages 

V2= variance between (1,3),(1,4),(2,3),(2,4) subimages 

V3= variance between (3,1),(3,2),(4,1),(4,2) subimages 

V4= variance between (3,3),(3,4),(4,3),(4,4) subimages 

V5= variance of V1, V2, V3, V4. 

and taking into account the line distribution along each 
direction. 

3) Entropy variety 

This parameter represents the variance of entropy along the 
whole image, and it is calculated dividing the image into a set 
of 5x5 subimages and obtaining the entropy of each one of 
them. The final parameter is the variance of the 25 subimages 

B. General Luminance descriptors 

These parameters are in charge of determining the saturation 
of the content, according to different aspects of the image. 
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1) Direct luminance 

This parameter derives directly from the MPEG-7 Color 
Layout Descriptor (CLD) [7], which represents the color 
spatial distribution of the image obtained by the application of 
the Discrete Cosine Transform (DCT) to the image colors in 
the YCrCb color space. 

Direct luminance is in charge of obtaining the saturation mean 
level of each image, in order to distinguish between clear and 
dark content. The descriptor is composed of two values 
(Lc,Lv): on one hand the mean of the luminance and on the 
other its variance, which represents luminance dispersion. 

2) Bit-plane distribution entropy 

This descriptor establishes the bit-plane distribution entropy 
according to [9]: taking into account a gray-stone image, each 
element is an integer lying between [0,255]. This value 
establishes the intensity value of each pixel, which can be 
represented by an 8 bit binary vector, one for each plane 
(b7,b6,b5,b4,b3,b2,b1,b0). In order to avoid small variation of 
intensity affecting all bit planes, each pixel is expressed by a 
Gray-cod h significant information), 
adopte

e (whic  provides more 
d as follows: 

݃௜ ൌ ൜ܾ௜ ْ ܾ௜ାଵ, 0 ൑ ݅ ൑ ݉ െ 2
ܾ௜, ݅ ൌ ݉ െ 1    (3) 

where ْ denotes XOR operation, ܾ௜ is the ith bit-plane and ௜݃ 
is the ith bit plane expressed by Gray code. After that, we 
consider the entropy of the four highest bit-planes, which 
contain most of the structural information in the image. 

Therefore, this descriptor is composed by four components, 
one for each bit-plane entropy (E1, E2, E3, E4). 

C. Color descriptors 

1) Chromatic variety 

This parameter derives from the MPEG-7 Dominant Color 
Descriptor (DCD) [7], and is in charge of analyzing the color 
variety along the image, according to the detected dominant 
colors. 

Chromatic variety descriptor is composed by three values (N, 
VCintra, VCinter): one indicating the number of dominant colors 
(extracted directly from DCD), other establishing the variance 
between different values of the same color, and finally the 
variance between each color (intra-chromatic and inter-
chromatic variety). 

2) Spatial coherence 

This descriptor also derives directly from MPEG-7 DCD 
descriptor and its main objective is to determine the continuity 
of the color in the image. It is composed by only one 
component. 

3) HSV color space 

By making a color space change, we select the color values 
and its saturation on the image, in order to establish their 
impact in the user selection. This parameter is composed by 
two values (Sm, Sv): on one hand, the saturation mean value 
and on the other the saturation variance. 

4) Color planarity 

This descriptor represents the homogeneity on each dominant 
color in the image in terms of color hue. For example, an 
image with the same two colors will have much more color 
planarity than another one with many different color hues.  

It is calculated as follows: the image is divided into pixels 
blocks so that each block is a square with a pixel-side equal to 
the minimum side of the image divided into a selected factor 
(in the tests the factor is 8). The most frequent color in each 
block is selected and the percentage of pixels with a similar 
color (with a difference of 20 in the RGB system) exclusively 
in that block is calculated. The general color planarity will be 
the mean of all percentages.  

V. CONTENT BASED IMAGE RECOMMENDATION SUBSYSTEM 
IN CONTENT-AWARE NETWORKS 

Internet evolution includes new paradigms to offer better 
content delivery services to the users, who give more value to 
the content meanwhile the Internet, due to its original 
conception, gives more value to the localization of that 
content. For this reason, a major change is needed in the 
“Internet of Contents” orientation: from “where” to “what”. 
This new paradigm is called Content Oriented Networks 
(CON), which addresses the basic needs of the Internet design 
to cope with the content as a native element. 

The Recommendation System described in this manuscript can 
be implemented at network level over a Content-Aware 
Network (CAN) avoiding ad-hoc solutions. 

One of the main advantages of the CANs is that they provide 
the media content with searchable and accessible capabilities. 
The Recommendation System, by taking advantage of these 
capabilities, reinforces the network user centric approach. 

To implement the Recommendation System over a CAN, it 
can be allocated within the network cloud. In this scenario, the 
content is managed by “Content Nodes” being its associated 
metadata stored into a so called Multimedia Component, that 
allows the network to access and route both media essence and 
metadata information. This Multimedia Component provides 
an enriched description of the media objects since it is 
continuously enriched by the recommender.  

The Multimedia Component stores different both low-level 
and high-level metadata types, some of them used by the 
Recommendation System not only to carry out the 
recommendation but also to generate new affinity metadata. 
These Affinity Metadata model the subjective media content 
perception of a user; their main objective is to establish 
affinity relations between users and multimedia objects. For 
instance, they include the measurement of the inherent 
geometry of a picture or some composite rules, which can be 
influenced by the perception of a user.  

Fig. 2 depicts a high level approximation of the 
Recommendation System implemented over a CAN. This 
proposed approximation is “protocol agnostic” (messages, 
naming…) so it could be adapted to any of the Content Centric 
Networking (CCN) protocols already proposed [10]. 
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The multimedia search process shown in Fig. 2 consists of 4 
steps:  

(1) First, the process is initiated with a search query containing 
its corresponding metadata. 

(2) The metadata are flooded to the CAN reaching every 
“Content Node”. When a “Content Node” receives a metadata 
search query, a search over the Multimedia Component (MC) 
takes place in order to find the images that satisfy this request. 
After this operation, every “Content Node” returns, as a reply, 
the metadata associated to the images. 

(3) The reply is sent to the Recommendation System by the 
“CAN routers” to obtain a list of the recommendations over 
this result. To perform this, the Recommendation System uses 
both the received image metadata and the user information 
that is stored into the user profiles (located within the 
Recommendation System.) 

The Multimedia Component allows the existence of a highly 
sophisticated content-based recommender module, since a big 
amount of information is available for every multimedia 
element. The CAN contributes to the knowledge of the 
multimedia objects users’ consumption, due to the fact that 
these objects can be unambiguously identified within the 
network. This knowledge allows the development of 
automatic and transparent content-based recommendation 
algorithms.  

(4) Finally, on one hand the new metadata generated by the 
Recommendation System sent back to the Multimedia 
Component in order to enrich the description of the 
corresponding content and in the other hand, the list of 
recommended images are retrieved to satisfy the initial query.  

 
Figure 2. Recommendation system in the multimedia search process 

VI. EXPERIMENTAL RESULTS 

To evaluate the proposed system 200 images were selected 
from the virtual art gallery Ciudad de la pintura [11]. These 
images represent paintings from all centuries and were scored 
by 60 users with a scoring from 1 (dislike) to 5 (like).  

For each user, the scoring for 150 images was selected. Then, 
images from this dataset with a major score were considered 
(4 or 5) as preferred known images, while the other 50 images 
could represent unknown images. It is important consider that 

not all users have the same general tastes, since there can be 
users with a considerable preference for most of paintings, 
along with users with none preference for hardly any painting. 
To deal with this, the mean of all scores from each user has 
been taken into account.  

Several tests have been implemented to evaluate the system. 
In this paper two of them are explained.  

1) The first test is useful to check that the defined “Image 
recommendation descriptors” characterizes in a good way the 
tastes of the users. It also establishes a classification from best 
to worst characterization descriptors. 

Let a be a generic descriptor. The measurement of the 
Importance of a has been developed comparing the variance 
of the values of the descriptor in the 50 unknown images to 
the variance of the values of the descriptor in the 
recommended images. The Importance of descriptor a can be 
defined as follows: 

௔݁ܿ݊ܽݐݎ݋݌݉ܫ ൌ ∑ ௏௔௥ሺ௑ೌሻ
௏௔௥ሺ௒ೌ ሻ

଺଴
௨௦௘௥ୀଵ   (4) 

where the values of the descriptor in the 50 unknown images 
belong to X, and the values of the descriptor in the 
recommended images belong to Y. 

Other defined parameter is Affected Users, which establishes 
how many people from the 60 tested users are influenced by 
each descriptor. The way to obtain the final value is to add 
how many users fulfill the condition ሺܺ௔ሻݎܸܽ

ሺݎܸܽ ௔ܻሻ൘ ൐

݈݀݋݄ݏ݁ݎ݄ݐ . The tests of Table I have used the value 
threshold=1.15. The descriptors are sort from best to worst. 

TABLE I. IMAGE RECOMMENDATION DESCRIPTORS EVALUATION 

Descriptor 
type Descriptor Importance Affected 

users 

Luminance 
descriptors Entropy variety 213.79 22 (37%) 

Texture 
descriptors Line homogeneity 160.2951 44 (73%) 

Color 
descriptors Chromatic variety (intra) 138.0416 43 (72%) 

Luminance 
descriptors Bit-plane distribution entropy (4) 100.0674 56 (93%) 

Texture 
descriptors Line energy 91.4375 45 (75%) 

Color 
descriptors Color planarity 74.1061 40 (67%) 

Color 
descriptors 

HSV color space (saturation 
variance) 73.4121 36 (60%) 

Luminance 
descriptors Bit-plane distribution entropy (1) 68.5153 41 (68%) 

Color 
descriptors 

HSV color space (saturation 
mean) 63.7606 44 (73%) 

Luminance 
descriptors Direct luminance (variance) 60.5754 37 (62%) 

Color 
descriptors Chromatic variety (inter) 44.1947 31 (52%) 
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Descriptor 
type Descriptor Importance Affected 

users 

Color 
descriptors Spatial coherence 41.7862 26 (43%) 

Luminance 
descriptors Bit-plane distribution entropy (3) 27.8353 21 (35%) 

Color 
descriptors Chromatic variety (N) 20.6617 16 (27%) 

Luminance 
descriptors Bit-plane distribution entropy (2) 17.2227 12 (20%) 

Luminance 
descriptors Direct luminance (mean) 5.3371 4 (7%) 

 

2) For the second test, an Improvement measurement has been 
defined. The recommendation system has selected the n first 
recommendations and its mean was calculated. Then it has 
been compared to the mean of all scores from one user. The 
improvement of the recommendation is considered as the 
increase of the recommendation mean over the user mean. 

The results have been obtained modifying the number of 
recommended images from 1 to 50 recommendations, which is 
the total number of unknown images. Therefore, if the system 
recommends 50 images, the improvement should be 1, 
because there is no recommendation, and this value should 
grow up while the system is recommending fewer images, 
which should be the best images for the user. 

Figure 3 shows the results of the mean Improvement value for 
the 60 users corresponding to different number of 
recommended images. 

 
Figure 3. Mean Improvement value 

VII. CONCLUSIONS 

A new system to provide personal image recommendation 
according to user’s implicit information is described in this 
paper. This solution presents three key innovations beyond 
current similar systems: 

1. It develops new low level descriptors, based on the 
combination of MPEG-7 parameters. These new 
descriptors represent a more efficient way of providing 

representative information about users’ content 
preferences in an implicit manner. 

2. It describes a new image content-based recommendation 
process, whose main objective is to provide users with 
the right content according to their preferences and 
consumption behavior in a more effective way, since it 
does not depend on semantic tags, as in current content-
based recommendation systems, but on formal and 
aesthetic characteristics, independent of the image topic.  

3. It enriches the content delivery and reinforces the 
network user centric approach by the integration of this 
recommendation system into the content aware network 
as a new kind of functionality. 
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